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ANALYSIS AND COMPARISON OF FACE DETECTION APIS

Today, more and more information is being accumulated in digital form, including media content, which
is a growing segment of the Internet, searching for such content is an important task, but it is significantly
different from textual information search and involves image recognition. Images recognition is an automatic
comparison of images to objects in a class. There are two major issues in this area: classification and
identification. The first helps the search engine to understand what type of object is in the media resource.
Only correctly having solved this fundamental problem, the computer will be able to distinguish, for example,
a dog from a cat. The second allows not only to find the object category, but also to identify it. The article
defines the mathematical formulation of the problem, which is important in order to formalize the accuracy of
recognition and to determine the procedure for comparing the capabilities of existing algorithms. The results
show that existing APIs allow you to largely solve the problem of face recognition in images, and the next
important step is to recognize the face of a person on the move, that is, on video content.
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AHAJII3 I IOPIBHSAHHS APl PO3ITII3HABAHHS OBJINYYSL

Cvo200ui, 6 yupposomy uenadi Hakonuuyemvcs gce oOinvute inghopmayii, 30kpema i Media-KoHmeHmy,
AKUU CKAA0AE 3pOCAIOYULL CeeMenm mepedici Inmepuem, ROuyK no maxomy KOHMeHmYy € 8adcIu60i0 3a0a1eio,
ajne 8iH CYmmego GIOPI3HAEMbCA 8i0 NOWLYKY MeKcmogoi inghopmayii ma nepedbayae po3nizHasauHs 00pasis.
Posniznasanna oopazie — ye agmomamuune 3icmagnents 0opazie 0o 00'exmie xkaacy. ¥V il obnacmi € 06i
OCHOBHI npobaemu: kiacugixayis ma idenmuixayis. Ilepuwa oonomazae nowtykosgii cucmemi 3po3ymimu,
Axkutl mun 00'ekma 3naxooumscs y media-pecypci. Tinvku npasunbHo supiwuguiu Y @GyHOAMeHmaibHy
npobnemy, Komn'romep 3modice GIOPI3HUMU, HANPUKIAO, cOoOaKy 6i0 Kiwku. /[pyeuil 0036015€ He MIilbKU
3Haimu kamezopiio 06'cxkma, a U idenmughixyeamu ii. Y cmammi eusnaueno mamemamuune Gopmymnoeanus
3a0ayi, Wo € 8aNCIUBUM OJiL MO20, Wob hopManizyeamu moYHIiCMb PO3NIZHABAHHS MA GUSHAYUMU NPOYEOYPY
NOPIBHAHHA MONCIUBOCHEU ICHYIOUUX aneopummis. Pezyromamu noxazytoms, wo ichyoui API 0o3eonsoms
3HAYHOIO MIPOIO PO36’A3Y6aAMU 3A60AHHA 3 PO3NI3HAGAHHA OOMUYYS HA 300PAdICEHHAX, A HACMYNHUM
BANCIUBUM KPOKOM € PO3NIZHABAHHS 00IUYYS TIOOUHU 8 PYCI, MOOMO HA 8i0e0-KOHMEHMI.

KiouoBi citoBa: neiiponna mepedsica, 32opmrosa netipouna mepesca, tensorflow, xomn'tomepnuii 3ip,
2NUOUHHe HABUAHHA, 320pMKO8e A0PO, 6a2d HeUpoHa, QYHKYis akmusayii, kapma o0’ €Kmis, po3nisHa8anHsA
obpaszis.
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AHAJIN3 U CPABHEHHUE APl PACIIO3HABAHMUSA JINIL

Ce2co0ns, 6 yugposom eude Hakxaniusaemcs 6ce OOabULE UHPOPMAYUL, 8 MOM YUCe U Meoud-
KOHMEeHMA, KOMOpblll COCMasisiem pacmywuti ceemenm cemu MumepHem, NOUCK NO MAKOMY
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KOHMEHMY AGIAeMCs 8ANCHOU 3a0ayell, HO OH CYUeCMBEHHO OMIUYAEencs Om NOUCKA MeKCMOoBol
unopmayuu u npedycmampueaem pacnosnHasauus oopazos. Pacnosuwasamue o06pazoe - 3mo
asmomamuieckoe conocmasienue obpazoe Kk obvekmam Kiacca. B smoii obracmu ecmv Oge
OCHOBHble npobnemvl: Kiaccugurayus u udenmuguxayus. Ilepsas nomozaem nouckoeou cucmeme
NOHAMb, KAKOU mun o00vekma Haxooumcs 6 meoua-pecypce. TONbKO NpasuibHO peuwus my
dyHoamenmanvHyo npobaemy, KOMNbIOMep CMOJICem OMAUYUMb, HANpUMep, coOaKy om KOWKU.
Bmopoii noseonsem ne moavko Haimu kamez2opuio 0O0vekma, HO u udeHmuguyuposams ee. B
cmambe onpeoeieHbl MAmemMamuieckyro opmyauposKy 3a0adu, 4mo 6anCHO OJisl Mo2o0, 4moobl
Gopmanuzosams MoUHOCMb PACNO3HABAHUA U ONpedelumsb Npoyedypy CPAGHEHUSI B03MOICHOCMEN
cywecmeyrowux areopummos. Pesynomamol nokasviearom, umo cywecmsyrowue API nozeonsiom 6
3HAYUMENLHOU Mepe peuwams 3a0a4i N0 PACnO3HABAHUIO TUYA HA U300PAICEHUSX, A CLeOVIOUUM
BADICHBIM UWIA2OM ABIAEMCA PACHO3HABAHUE UYA Yel08eKA 6 OBUNCEHUU, MO eCMb HA BUO0eO-
KOHMeHme.

Knrouesvie cnosa: neiiponnas cemn, céepmounas neviponnas cems, tensorflow, komnsromepnoe
3peHue, 2nyboKoe oOyueHue, C8epmMoOUHOe s0pO, 6eC HeUpoHd, (QYHKYus akmueayuu, xKapma
00veKmos, pacnosHasanue 0opa3oas.

Introduction.

The human face plays an important role in our social interaction, conveying people’s identity.
Using the human face as a key to security, biometric face recognition technology has received
significant attention in the past several years due to its potential for a wide variety of applications in
both law enforcement and non-law enforcement.

As compared with other biometrics systems using fingerprint/palmprint and iris, face
recognition has distinct advantages because of its non-contact process. Face images can be captured
from a distance without touching the person being identified, and the identification does not require
interacting with the person. In addition, face recognition serves the crime deterrent purpose because
face images that have been recorded and archived can later help identify a person.

Thus, face recognition is a method of identifying or verifying the identity of an individual
using their face. Face recognition systems can be used to identify people in photos, video, or in real-
time. Law enforcement may also use mobile devices to identify people during police stops. Face
recognition systems use computer algorithms to pick out specific, distinctive details about a person’s
face. These details, such as distance between the eyes or shape of the chin, are then converted into a
mathematical representation and compared to data on other faces collected in a face recognition
database. The data about a particular face is often called a face template and is distinct from a
photograph because it’s designed to only include certain details that can be used to distinguish one
face from another.

Goal.

The goal is to show all modern analogues of the face recognition API. Analyze the weak and
strong sides of them, make a final comparison and figured out the most powerfull.

Pattern recognition problem
Nowadays, all powerful analogues used neural network approach, as it showed itself as most accurate
and the quickest solution. The mathematical problem statement is following: there is a set M of
objects ®. The objects are defined by the values of some features: xi, | = 1, .., N. kits of which are
the same for all objects. The aggregate of the features of the object ® defines in some way its
description it is shown at the 1.

I(w) = (xl ((D)' XZ(OJ), . ,XN((,O) (1)
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Features can be expressed in terms of yes/no, yes/no/unknown, numeric values, values from
the set of possible variants, etc.
On the whole set of M there is a division into subsets (object classes), that is shown in the 2.

M = UiLoE; )

The division into classes can be set completely or determined by some a priori information lo
about class E; - like the characteristic description of the objects they contain.

The task of recognition is shown in the 3 and it is to ensure that for each object ® by its I(®)
and for prior(learning) information calculate the predicate value:

Piz((x) EEi),i=1,..,m (3)

To describe the impossibility to recognize objects, the P; predicates are replaced by the
following values that shows in the 4:

a; €{0(w ¢ E;), 1(w € E;), A(unknown)} 4)

Thus, for the object under consideration o it is necessary to calculate the information vector
that shows in the 5.

a(w) = (a1(w), az(w), .., am(w)) Q)

In this case, the procedure of building the information vector a(®) expresses the algorithm of making
a decision on attributing an object ® to one or another class and it is called the "decisive function".
AWS face recognition API.
The first analogue — Amazon Recognition API. It is API that provide AWS users find a faces
in their applications simply and quickly. It is not free — most of AWS services are well-known
optimized and are priced accordingly. The figure 1 shows searching face in the collection.

Amazon Rekognition API

Face Recognition
Index and Search faces in a collection

IndexFaces ]

SearchFacesBylmage

Fig.1. AWS Recognition searching process

But there is one limitation — users can process only documents which contains in AWS S3. It
is container for storing document from Amazon. Also AWS Recognition Api supports dynamic
recognition function. Thus it makes it possible to track movement. The figure 2 shows AWS
movement tracker.
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Fig.2. AWS API — movement track

Microsoft Azure Facial Recognition API.
This analogue provide next possibilities: detect and compare human faces, organize images

into groups based on similarities, identify previously tagged people in images, run locally on-premises

or in the cloud.
Check the likelihood that two faces belong to the same person. The API will return a

confidence score about how likely it is that the two faces belong to one person.
The figure 3 shows Microsoft Azure APl compare process.

Fig.3. Microsoft API — face identification

The Face API now integrates emotion recognition, returning the confidence across a set of
emotions for each face in the image such as anger, contempt, disgust, fear, happiness, neutral, sadness,
and surprise. These emotions are understood to be cross-culturally and universally communicated
with particular facial expressions. The figure 4 shows emotion recognition process.

Fig. 4. Microsoft API — emotions detection

FindFace Recognition Services.
The next analogue — FINDFACE service. It is a high certified resource with a lot of extra

features as dynamic recognition, person identification, verification and so on.
Unfortunately, this resource should be downloaded and paid before using. The figure 5 shows

FindFace main interface.
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BEST IN CLASS FACE, EMOTIONS, GENDER AND AGE RECOGNITION
TECHNOLOGY CERTIFIED BY NIST AND WINNER OF IARPA FRPC CHALLENGE

NIST  Shee (=)

REQUEST A TRIAL VERSION OF REQUEST A TRIAL VERSION OF
FINDFACE PUBLIC SAFETY FINDFACE SECURITY

= Features =

Fig.5. FindFace: main interface

FindFace provide a full documentation of features usage and has 250 million photos in
database. The time of processing request is approximately 1 second. The figure 6 shows available
features of FindFace.

This app uses facial recognition to identify strangers on social is very popular in Russia. A
new facial recognition app has racked up 500,000 users in only two months. Face recognition system
allowed successful detaining of almost 180 people from wanted lists.

Face Detection Verification (1:1) Identification (1:N)

Store billions of people in the gallery.

caded

Emotions, Gender, Age Video Support

Fig.6. FindFace’s available features

Face X.

This API also has an offline SDK for iOS & Android for you to use. The offline SDK does
not provide face recognition, but it can perform face detection, comparing, tracking and landmarks,
all while the phone does not have cell service. The figure 7 shows Face X main interface.

Fqcex- Soktions  UserGuide  Prcing  ConlactiUs.

The Best
for you

rk

Fig. 7. Face X — main interface page
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This API is very useful and not an expensive. FaceX API also provide a step by step user
guide. The figure 8 shows Face X documentation information.

FaceX ==

Whatis FaceX?

Fig. 8. Face X — user guide

Comparison of APl analogues.
The main features from API analogues were figured out and compared (table 1).

Table 1
The most important characteristic for each API analogue
AWS Face Face X APl | Microsoft Azure Face
Recognition API Rec API
Additional info: age, sex, + + +
emotions
Recognize face in motion +
Face identification + +
Well-structured documentation + +
Authentication + +

The most powerful API analogue is AWS Face Recognition API. It supports:

1) additional information: age, sex, emotions;

2) recognize face in motion;

3) face identification;

4) well-structured documentation.

Unfortunately, it does not provide Authentication function. Nevertheless, it is the most
powerful analog of considered in APIs.

Conclusions.

Till now, no intelligent system has been developing which gives hundred percent correct
outputs. Fortunately current percent of recognition is enough to person’s needs. It leads to creation
new technical problems in different sphere like medicine, chemistry, math and other. In theory, neural
network can execute all tasks that can be done by human’s brain.

Our main plan is to detect and recognize a facial image in motion. It is almost difficult to detect
face from a moving picture. But we wish to perform the work in future. We wish to continue research
other neural network architectures to develop ability in deep learning problem solving. However
modern Al technologic progress so rapidly that modern developers should follow certain rules to avoid
such a thing as "Rise of the Machines."
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