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Article dwells upon statistical methods of analysis of time series, construction of trend and trend-
seasonal models of time series and their usage for forecasting of the development of economic processes. A
comprehensive comparison of time series forecasting using a trend model and an adaptive Brown model is
also performed. The forecasting of the bitcoin rate against the dollar is compared using these two models.
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MOPIBHAJIBHUI AHAJII3 IMPOTHO3YBAHHSI YACOBUX PIIB 3
BUKOPUCTAHHSAM TPEHIOBOI TA AJAIITUBHOI MOJAEJII BPAYHA

B cmammi posenanymo cmamucmuyHi Memoou ananizy 4acosux paodis. Posenanymo ocnoemi emanu
aneopummy no6yooeu mpenoosoi i mpeHo-ce30HHOI Mooeael, KUl 6KUac 6 cebe: GUOLIEHHSI OCHOBHUX
CMPYKMYPHO-YMBOPIOIOYUX KOMNOHEHM 4dc08020 psady (MpeHOy, Ce30HHUX KOIUBAHb, YUKIIYHOI i
BANUUKOB0T KOMNOHEHMU), Memoou ubOpy Mooei Oiist ONUCY Psdy, d MAKOHC Memoou nepesipku 00panoi
MoOeni Ha adeK8amHiCmb Mma NePeGipKU MONCIUBOCHI NPOSHO3YBAHHS HA OCHO8I 0bpanoi modeni. OcHogHy
y8azy npuoizieHo aizopummam Kopomrko4acHO20 NPOSHO3VE8AHHS YACOBUX POi6 HA OCHO8I MPeHO080i MOOei
ma 3a donomozcoio adanmusHoi mooeni bpayma. /[na npoecnosysanus 3a 00nomozoro mpenoosoi mooeiui
onucano emanu nody008U MOYK08020 Ma IHMEPBATLHO20 NPOSHO3I6, A MAKONC Kpumepii 6ubopy HAuKpawoi
MoOeni Olisl ONUCY HAC0B8020 POy ceped HOMUPLOX MONCIUBUX BAPIAHMIB. JIHIUHOL, NONIHOMIANLHOI,
J02APUPMIUHOT MaA eKCNOHEHYIATbHOT MOOeEl, 6 3aNeHCHOCHI 6i0 3HAUeHHs Koeiyicnmy Oemepminayii.
Ilpu onuci aoanmusenoi moodeni bpayma posenauymo anecopumm adanmayii moodeini 00 pe3yibmamis
NPOCHO3VBAHHA 8 3ANIeHCHOCMI 8i0 NPIOPUMEmMHOCMI YAaco8UX MOMEHMIB, a MAaKON}C ONUCYEMbCA
MONCIUBICMB 8DAXOBYBAMU 3MIHY MeEHOeHYili 8 POl Ma KONUBAHb 3HAYEHb, NICIA Y020 HAB0OUMbCA CaM
aneopumm nooyoosu adanmusnoi modeni bpayna. B 3axmouniii yacmuni cmammi npo8oOUmsbCst HOPiGHANHS
npoeHo3y Kypcy 6imxoina 0o 0oaapa, BUKOHAHO20 HA OCHOBI NOJIHOMIANLHOI MpeHO080i moldeni ma
NpPOcHO3Y, 3p0ONEH020 3a 00NOMO2010 adanmughoi modeni bpayna. Ha ocnogi guwuyeerkazanoeo nopieHsamHs
OyaU 3p0bIeHi 8UCHOBKU NPO nepesazu ma HedOoiKu Mooeietl, ujo po3eisa0anucs 8 CIammi.

Knrouoei cnosa: wacosuii pso, cmpykmypHo-ymeopiowii KOMHOHEHMU, MPeHi08a Mo0elb, mpeHO-
CE30HHA MOOEb, NPOSHO3YEAHHS, Koepiyichm demepminayii.

JAuopuBHbiid O. A. 'ocydapcmeennvlii ynusepcumem menekommynurxayuil, Kues

CPABHUTEJBbHBINA AHAJIN3 TIPOTHO3UPOBAHUSI BPEMEHHBIX PSAIOB 3
HCIIOJIb30BAHUEM TPEHJIOBOM U AJJAIITUBHOM MOJIEJIU BPAYHA

B cmamve paccmampusamvcs cmamucmuyeckue Memoobl aHaiu3a 8PeMeHHbIX psaoos, NOCMpoeHue
MPEeHO0BOU U MPEHO-CE30HHOU MOOeaU, a MaKice UXHee UCNONb308aHUEe OISl NPOSHO3UPOBAHUS PA3GUMUSL
9KOHOMUYECKUX npoyeccos. Takoice nposoOUMbCsi KOMIIEKCHOE CPABHEHUE NPOSHOZUPOBAHUSL 8DEMEHHBIX
PA008 C UCNONIb30BAHUEM MPEHO0BOU MoOdenu U adanmuenou modeau bpayna. B yacmnocmu, cpasnHusaemcst
NpocHO3UPOBaHUe KYPCca OUMKOUHA K OOJLAPY C UCHOAb308AHUEM IMUX 08X MOOEell.

Knwouesvie cnosa: epemennvie psaovi, CIpYKmypHo-00pasyioujue KOMHOHEHMbI, MPeHo08as MoOeb,
MPeHO-Ce30HHASL MOOeb, NPOSHO3UPOBAHUE, KOIDPuyLenm demepmMuHayul.
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1. Introduction

The need for analysis and forecasting of time series for the development of economic processes
occurs quite often. It can be used for: forecasting of stock market indicators, cash flows, changes in
inventories, etc. Trend and trend-seasonal models, with all their simplicity, can provide more reliable
prediction results than complex economic and mathematical models based on systems of algebraic
and differential equations, especially in the short-term and medium-term predictions.

Trend and trend-seasonal models are based on the assumption that the main factors and trends
of the previous period will continue for the period of forecast, or that the direction and change of
trends can be justified and taken into account, that is, it assumes a large inertia of economic systems.
Nowadays, the dynamics of economic phenomena and processes at the level of industries and
enterprises are rapidly increasing, as the result collected data of statistical observations becomes
useless. In this case, it is convenient to use models based on a small amount of fresh data that can
adapt to the process change, so called adaptive models.

2. Preliminary analysis of time series

Dynamic processes occurring in economic systems are usually represented as a series of values
of some economic index consistently arranged in chronological order. Changes to this index reflect
the course of development of the economic process which is studied. The sequence of observations
of a single pointer, ordered according to the successively increasing or decreasing value of another
indicator, is called a dynamic row or a series of dynamics. If time is taken as a sign, depending on
which ordering takes place, then such a dynamic series is called time series. The elements of the
series include: the values observed signs (the levels of the series), moments and intervals of time,
which include levels. Time series, in which certain values of the economic index referring to certain
points of time, are called momentary ones (e.g. balances on accounts on the first day of each month).

If the levels of the time series are formed by addition, averaging, or some other method of
aggregation over selected period, then such rows are called interval intervals (e.g. a number of
outputs by month, a number of average monthly wages of workers). The length of the time series
can be determined as the time which have passed from the initial to final observation moment, or
the number of levels of the series. If in the time series it is possible to allocate a long-term pattern
of level change, the trend is considered. Thus, the trend determines the general direction of the
development of the economic process. The economic-mathematical model, in which the
development of an economic model is reflected through the trend of its main indicators, is called a
trend model. To identify the trend of time series, as well as to construct and analyse trend models,
the apparatus of probability theory and mathematical statistics is used. But one must consider that
this toolkit is intended for the processing of simple statistical aggregates, and therefore the use of
methods of probability theory and mathematical statistics requires appropriate corrections. The
difference between time series and simple static aggregates is that the levels of the time series depend
on each other, while the elements of the statistical aggregate are independent of each other. In
addition, the levels of time series are ordered in time and their mixing is inadmissible, and the
elements of the statistical aggregate are not ordered. Repositioning these elements does not change
the values of statistical indicators (variance, average value, etc.). In the general case, the time series
of the index Y, which consisted of n levels Y;,Y,, Y3, ..., ¥,,1 , consist of four structural elements. The
main structural element is the trend U, which leads to a systematic change in the indicator of
observation over a specified period of time. Also, in the time series close to usual fluctuations in
relation to the main trend can be observed. Fluctuations with a period in a year due to the impact of
natural and climatic conditions are called seasonal fluctuations V. This effect is most pronounced in
agriculture and in energy consumption. According to seasonal conditions, the term of production
during the year depends on the influence of natural factors. Seasonality can be observed in marine
and annual transportation, fishing and construction.
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Alongside fluctuations with a period in a year, in the time series also can be observed
fluctuations with a period of several years C;. This type of fluctuations is called cyclic, and their
presence determined by the general recession and rise of the world economy.

Trend, seasonal and cyclic components are called regular or systematic components. The
complex time of the time series that remains after the allocation of regular components from time
series called the residual component &:. It is a compulsory part of any time series of economic
indicators, as economic processes always accompany small changes caused by the weak influence
of short-acting random factors. If the systematic components of the time series allocated correctly,
then the residual component will correspond to the following properties:

¢ Accidental changes in values;

e The law of distribution corresponding to normal;

e Equality to zero of mathematical expectation;

¢ Independence of values of levels from each other (absence of autocorrelation).

The verification of the adequacy of trend models is based on checking the conformity of the
residual component with these four properties.

If the time series is represented as the sum of the corresponding component, then the resulting
model is additive and has the form:

Vi=U+V, +C; + & .

If the components multiply, then the model is multiplicative:

Also existed a mixed model and its form is:
Yt = UL'VL'CL'-I-EL' .

In most cases, in the analysis of time series, the presence of the cyclic component C: neglects,
and if you need to consider the cyclic component, then special methods based on spectral analysis
are used for its selection. In cases where C; equals zero, such a row is called a trend-seasonal. It's
assumed that U; — some smooth function whose degree of smoothness is preassigned. The seasonal
component U; has a period 7, and the number of levels of a series aliquot to periods of seasonality
n = mT, where m — is the number of years of observation [1].

Output data of the time series and its components can be represented not only in the form of a
series Y;, but also in the form of the matrix Y;, where i is the number of the year, j is the month
number. The relationship between the indices is as follow:

t
i = [?]+1;j=t—(i—1)T; i=1m; j=1,T.
To select the component of the trend of seasonal time series uses iterative filtration methods,

which allow multiple use of the slippery average and simultaneous evaluation of the seasonal wave
at each step. Iterative methods differ in simplicity and the appropriate frequency of filtering
components of a series. The disadvantage of such methods is the loss of part of the information at
the ends of the time series. One such method is the Chetverikov method, with the following
algorithm of analysis:

1. The row being studied is adjusted according to the formula of the average chronological with
the period of 1 year, 7= 12. The values from the beginning and the end, which cannot be fitted, are
discarded. The result is an estimation of the trend:

= U,
then the deviation of the initial series from the fitting is calculated:

_ I
lijj=Y;=U"
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2. The mean-square deviation is calculated for each year:

T 2 T 2
j=1€ij — (Zj=1 ei,j) /T

o; =

T-1 ’
the received deviations are standardized:
L. .
- i
[ ==L
LJ o],
3. The previous average seasonal wave is counted according to standardized deviations:
ym 1. .
pr="0
/ m

4. The average preliminary seasonal wave is multiplied by the mean square deviation of each
row and subtracted from the initial series, thus obtaining the first estimate of the series:
ut. =Y, — V}-l o .

ij = Yij

5. The resulting trend is smoothed out by a sliding average of five points, getting a new estimate
of the trend Uf ;- To avoid loss of points at the beginning and end of the row, they are smoothed out
by three points, while for extreme points, special smoothing formulas are used:

5U{+2U;-U3 SUL+2UL_-UL_,

Uf = Uy =
1 6 ’ n 6
6. New deviations of the initial series are calculated between trends Y; and UZ:

7. The residual component is calculated:
2
&, =li;" — Vioy,
then the seasonal wave voltage coefficient is determined:
T 2
= 2u=1liiy
[ T 2 '
j=1%ij
This is followed by an examination of the adequacy of the model - the compliance of the model

of the process being investigated. If during inspections it turns out that the selected model is
sufficient, forecasting can be conducted [2].

3. Forecasting based on trend model

During the extrapolation forecasting of economic processes, it is necessary to determine two
elements: point and interval forecasts.

The point forecast is the value of the economic index in the future calculated by substituting
time into the equation of the chosen growth curve. The match of actual data in the future and the
point forecast value is unlikely. Therefore, the point forecast is supplemented by two-sided
boundaries - at such an interval in which, with a high degree of probability, the actual value of the
predicted pointer is expected. Such a forecast is called interval, it is determined by the confidence
interval:

Yp(t) =U() £ 4Y,
where Y, (t) — actual value in the future;
AY — confidence interval.

The value of the confidence interval depends on the standard error of the time series
approximation by using the growth curve, the time of determination of the forecast, the length of the
time series and the level of significance of the forecast.
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The standard error of approximation is determined by the expression:

_ /Z?ﬂ(}’t—Ut)z
$= n—k ’

where £ is the number of parameters of the trend model.
For a linear trend, the confidence interval is determined by the formula:

3(n+2L—1)
n2(n2-1)’

Y=ta5\[1+1+
n

where L — period of formation (number of steps for which the forecast is divided); 7o — Student's
criterion for the number of freedom degrees of n-2 of significance level a = 0,2.
For polynomials of the second and third orders, an expression is used in which the beginning of

the time reference is transferred to the middle of the time series of observations:

_ 1, tf | ntt-2efyti+ntd
AY = taS\[l + - + ST + TSty

where ¢; is the time of forecast, the addition is performed for all values of the time series:

n—1<t<n—1
2 2

Even though the given formulas allow to determine the forecast for any number of steps, the
prognosis attempt for a large period of time leads to a large error. The length of the forecasting
period should not exceed 1/3 of the length of the observation series [3].

4. Brown's adaptive model

Adaptive models can adapt their structure and parameters to change of the properties of the
modulated process. As in trend models, the main factor is time, but observation (series levels)
provides different priorities depending on their impact on the current level of the series. This allows
you to consider changes in the trend of the series, as well as fluctuations.

Most often, Brown's adaptive model is used for short-term forecasting. It allows you to reflect
the development of a linear, or parabolic tendency, as well as a series without tendencies.
Accordingly, the models of zero, first and second order are distinguished:

Y(t+ k) = Ay

Y(t+ k)= Ay + Aik;
Y(t + k) = Ay + Ak + Ayk?;

where ¢ — the current time, &k — the time of formation.

The order of the model is determined from the preliminary analysis of the time series and the
development laws of the predicted process [4, 5].

The first order model is constructed as follows:

1. The first order model is constructed as follows: using OLS on several first points we find

the values Ay, A;:

Yp(t) = AO + Alt

2. Using the found parameters, we find the value at the following point:
Y,(t+ k) = Ap(t) + A (t)k, k = 1.
3. Found forecasting error:
e(t+k)=Y(t+k)—Y,(t+k).
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4. In accordance with the error, we change the values of the parameters of the model:
Ap(t+1) = Ao(0) + A1 () + (1 — B)?e (D),
A(t+1) =4, + Q- B2,
where f — the discount rate of data 0< f§ <I.
5. Using the model with the corrected parameters, we find the forecast for the next step and
return to paragraph 3 if # <N (the training time of the model has not yet expired), at # > N we use
the obtained value as a prediction without changing the parameters of the model.

6. We supplement the point forecast by interval:

1 3(n+2k-1)
AY = 8t,S, [1+-+

nnz-1) '’

where t, — value of the Student criterion, S, — the predicted mean square deviation of the

prediction pointer, n — the number of observations of the series.

5. Comparison of the results of forecasting based on the trend model and adaptive
brown's model
This paper continues research presented in [6-8] (table 1).
The forecasting was based on Bitcoin rate to USD, for the period, from January the 15th to
December the 1st 0of2017.
A polynomial model was chosen to construct a forecasting model for forecasting, since its
determination coefficient was higher than the similar coefficients in other types of models.

Table 1. Values of the determination coefficient for different types of trend models

Type of the model The value of the determination coefficient
Linear 0.1084
Exponential 0.1143
Logarithmic 0.1085
Polynomial 0.4481

As a result, we have the following forecast for the change of the economic index
for 2018 (Pic. 1).
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Pic. 1. Forecasting using a trend model of polynomial type
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Using the previously described forecasting algorithm using Brown's adaptive model, we build
another forecast (Pic. 2)
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Pic. 2. Forecasting using a Brown's adaptive model

Comparing the obtained forecasts, one can distinguish the following features:

* For prediction based on the trend model, the biggest error was 4.1% and it was observed at the
beginning of forecasting, which is explained by the fact that the trend forecasting model does not
consider new economic trends.

* During long-term forecasting, the average relative error was 1.37%, therefore the trend model
can be used for long-term forecasting.

* The average relative error for forecasting based on Brown's adaptive model was 2.1%, which
is more than in the trend model. This is due to the fact that the adaptive model does not take into
account seasonal factors.

» Adaptive model more accurately describes the direction of changes in the indicator, but some
time delay is present.
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