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Article dwells upon most recent trends emerging in the field of artificial neural network, such as Capsule
Networks, Convolutional Neural Networks (CNN), Deep Reinforcement Learning (DRL), Lean and Augmented
Learning, Supervised Model, Networks With Memory Model, Hybrid Learning Models. Comparative analysis
of usage different types of neural networks architecture is provided.
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HiopiBuuii O. A. [epocasnuii ynisepcumem menexomynixayii, Kuie

MPUKJIATHE 3ACTOCYBAHHSI HEUPOHHUX MEPEXK

B cmammi po3zenanymo knacuuni npukiaou no6yoosu ma poo6omu HeupoHHUX Mepedic, 8 3aNeHCHOCI 8i0
ix knacughikayii. Po3ensinymo oCHO8HI cmMpYKmMYpHI eremenmu 0y0b-sK0i HetPOHHOI Mepedici, ma ONUCAHO IXHE
@ynxyionanvne npusnaienns. Pozenanymo 08a munu HelpoHHUX Mepedic 8 3aNedCHOCI 6i0 muny 36 a3Ky:
mepeanci npamozo 36°sa3xy (FNNS) ma pexypenmnui neiiponni mepexci (RNNS). [ obpanux munie mepedic
Hasedeno layciecvki Qynxyii axmusayii npuxosanux aanox. Taxoxc OYI0 po32IAHYMO OCHOSHI mMunu
HABYAHHSA HEUPOHHUX Mepedc MakKi sIK. KOHMPOIbo8ane, HeKOHMPOIb08ane ma niOmpumMysane Haguanus. B
cmammi OCHOBHY y6a2y NPUOLIAEMbCA PO3GUMKY MOICTUBOCHEN HEUPOHHUX MEPediC 8 3aNedCHOCMi 6i0
0bpanoi apximexmypu ma nomped sAKi UHUKAIOMb neped yudpogoio cnintvhomoro. Onucyiomoscs 0CHOGHI
MeHOeHYIi pO36UMKY MoOejlell HeUPOHHUX Mepedc, MemoouK ix HasuanHs ma pobomu 3 000AMKOBUMU
pecypcamu 071 niOmpumKu epekmugnoi pobomu pisnux eudig netiponnux mepexc. Tax nanpukiao 6 cmami
PO3271A10AI0MbCSL OCHOBHT 0COOIUBOCNT KANCYILHUX MA 320PMKOGUX HEUPOHHUX Mepedic. 1Iposodumvcsa 020
cneyughik noKpawjeHo2o MAWUHHO20 HABYAHHA MAKO20 AK. 2auboke NIOMpumysane HABUAHHA MdA
aAp2yMEeHMOBaHO HANpAGNeHe HABUAHHS HeUpOHHUX mepedic. Pozensdaiomvcs nOMeHyitiHi MONCIUBOCHI
KepOBAH020 HAGUAHHA MA CHEOPEHHS HEUPOHHUX Mepedic 3 NaM AMmio, KOHYEHMPYIOUUCh HA Mepedxcax 3
00620MPUBANIOI0  NAM AMMIO 3 GUKOPUCMAHHAM QI2OPUMMY ENACTIUYHUX 6a208UX Koeqhiyienmis ma
npozpecylouux HeupoHHux mepedic. Takodxtc OnucylomvbCs MOMCIUBOCI CIOPUOHO20 HABYAHHS OIS 30INbULEHHS]
NPOOYKMUBHOCMI ma mouyHocmi pobomu HetipoHnux mepedc. Memoio oanoi cmammi 6yno cghopmyniogamu
CHUCOK MPeHOI8 8 PO36UMKY HeUpOoHHUX Mepedxc Ha 2019 pik, 3acHO8YIOYUCy HA aHALI3] MOJCIUBOCTEN A
nepcneKmus pisHux KOHCMPYKYilli ma memooié HAGUaHHs HeUpoHHUXx mepedic. Takooic nposedeno ananiz
Moxcaugocmel ma nPoOYKMuUGHOCMI 6UKOPUCANHS PI3HUX MUNI6 Mepedic 0Jis 00HAKOBUX Yinell.

Kniouosi cnosa: netiponni mepedici, meHOeHyii 6 HEUPOHHUX Mepercax, WMYUHi HetUpOHHI Mepedici,
WMYYHi HellpoHU, 2IUOOKe HABYAHMS OISl HEUPOHHUX MePeiC.

JAuopusnsblii O. A. I'ocyoapcmeennvlii ynusepcumem menekommyHuxayutl, Kuee

MPUKJIAJHOE IPUMEHEHUE HEMPOHHBIX CETEA

Cmamus nocesaueHa nocieOHUM MeHOeHYUAM, BO3HUKAIOWUM 8 001ACMU UCKYCCIMBEHHbIX HEeUPOHHbIX
cemeil, MaKum Kax Kancyivhvle cemu, cgepmounvie Helipornvie cemu (CNN), enybokoe ycunennoe obyuenue
(DRL), bepesiciueoe pacuiupennoe obOyuenue, mMooeiu nood HAOMOOeHUeM, Cemu ¢ MOOeIbl) NAMAMU,
2ubpuonvie mooenu obywenus. B cmamve npusedenvi npumepvl cep UCNONb306AHUA PAZHBIX MUNOE
apxumexmyp cemetl, @ maxaice npuUMepbl UCNOIb30BAHUSL PAZHBIX MOOeell /i1 00UHAKOBLIX Yeell.
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Kntrouegwle cnoea: netiponHole cemu, meHOeHYUU 8 HEUPOHHBIX CEMX, UCKYCCMBEHHbIE HEPOHHble cem,
UCKYCCBEHHbIE HeUPOHDl, 21Y00K0e 00yYeHuUe O HeUPOHHBIX cemell.

1. Introduction

Neural Networks (NN) are computational models to mimic the human nervous system
functionality. McCulloch and Pitts [ 1] suggested the first neuron model in 1943. The fundamental idea
behind a neural network is to simulate multiple interconnected cells within a computer’s "brain" so
that it can learn from its environment, recognize different patterns and, in general, make decisions
similar to a human being.

A basic neural network contains about millions of artificial neurons known as units. These units
are arranged in layers with each layer connecting to the other side(Pic.1). The units are divided as
follows:

1. Input Units — Designed to receive information from the outside environment

2. Hidden Units — These eventually feed into the Output Units. Each Hidden Unit is a squeezed
linear function of its inputs.

3. Output Units — These signal how the Network should respond to the information it has
recently acquired.
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Pic.1. Architecture of classic neural network

Most of the neural networks are "Fully Connected.” This implies that every hidden unit and
every output unit is connected to every unit on the other side of the layer. The connections between
each of the units are termed as "weight." The weight can be either positive or negative depending on
the amount of influence it has on the other unit. Higher weights carry higher authority over
interconnected units.

When a neural network gets trained, or just after the training when it starts operating, different
patterns of information are fed into the network using different input units. These trigger the layers of
the hidden groups, which then reach the output units. This is known as a Feedforward Network and is
among the more commonly used designs.
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After you've sufficiently trained the neural networks with different learning examples, it then
arrives at a stage where it can be presented with an entirely new set of inputs, not encountered in the
training phase, and it can predict an output which is satisfactorily accurate.

2. Analysis of research and publications

2.1 Types of Neural Networks

There are two types of neural networks; the Feed-Forward Neural Networks (FNNs) and the
Recurrent Neural networks (RNNSs) as shown in Pic.2 and Pic.3.
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Pic.2. Feed forward neural network
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Pic.3. Recurrent neural network
In FNN the data processing occurs only in the forward direction while in RNN the data

processing can take place in the forward and the backward directions which enable RNN to have a
memory of the output. FNNs can be categorized into the typical FNNs, RBFNNs and Generalized
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Regression Neural Networks (GRNN) as shown in Pic. 4.
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Pic.4. Neural networks types development

FNNSs use dot product between the inputs and the weights and sigmoid activation functions in
the hidden layer as given by equations (1) and (2). RBFNNs use the Euclidean distance between the
inputs and the weights and Gaussian activation functions in the hidden layer as explained in equations
(3) and (4).
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where x; are the inputs, w; are the input weights, b; is the input biases, w o are the output weights,
B is the width of the radial basis function, and p is the mean of the natural distribution.

The RNNs can be classified further into Hopfield, Boltzmann Machine, Self-organization Maps
(SOM), Linear Vector Quantization (LVQ), and many other types. Fig. 5 demonstrates the different
variations of RNNs. There is no fixed equation to calculate the output of the RNNs since the recursive
connection can be placed in the hidden or the output layer and sometimes only part of the network is
recursive. RNNs can be used in the continuous and the discrete time. The recursive links in the RNNs
are memories of the former states or outputs of a given system.

2.2. Activation functions

Every neuron in the hidden layer or the output layer processes its input when it is fired with the
so-called ’activation function’. These activation functions can be linear, binary, logistic, radial basis,
or competitive functions. Each type of activation function can perform better in different tasks. For
example, radial basis functions are better than linear functions in the approximation or regression
problems while competitive functions perform better for classification tasks.

2.3. Neural Networks’ Learning Types

Neural networks can learn by supervised, unsupervised and Reinforcement Learning (RL). For
supervised learning, the network is given labelled inputs and target examples while in unsupervised
and reinforcement learning the network will be given inputs and it will have to find out the correct
output.
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1) Supervised Learning: One of the most typical supervised learning algorithms is the back-
propagation. The backpropagation aims to change the parameters of the neural networks to follow a
particular target or criteria. Back-propagation is based on gradient descent local optimisation which
makes the derivative of the error function equals to zero.

2) Unsupervised Learning: In the Unsupervised learning, there is no error feedback to the
network and the input data in unlabelled, and there is no supervisor. In this kind of learning, the neural
network will have to cluster or classify the input data based on their statistical features, such as the
mean, variance, and standard deviation. The most common types of unsupervised learnings are the
cluster analysis. Self-organizing maps are one of the types of unsupervised learning which are based
on competitive learning. In competitive learning, the output neurons compete between each other.
For a neuron to be the winner, its weight vector should be the most similar to the input pattern.
Usually, the similarity is measured based on the Euclidean distance between the weight of a neuron
and the input pattern.

3) Reinforcement learning: Reinforcement learning is a type of unsupervised learning which
relies on the learning from the interaction with the environment. The idea is that an agent (NN) will
act, then it will observe the effect of the action and then based on the result of the action it will either
be rewarded or punished. The reward or penalty can be used to adjust the NN parameters. The ultimate
goal of the RL is to maximise the rewards of the actions.

3. Goals of research

The main goal of the study is to create a list of trends in the development of neural networks in
2019, building on previous studies of neural networks, in particular based on the advantages and
disadvantages of individual designs and types of training neural networks. An important step in
creating such a list is the selection and analysis of a wide range of specific neural networks, such as
the architecture and methods of teaching the neural network.

4.Significant trends in in neural networks architecture

1) Capsule Networks are an emerging form of deep neural network. They process information in
a way similar to the human brain. This essentially means that a Capsule Network can maintain
hierarchical relationships.

This is in contrast to convolutional neural networks. Though convolutional neural networks are
by far one of the most widely used neural networks, they fail to consider critical spatial hierarchies
that exist between simple and complex objects. This leads to misclassification and a higher error rate.

When undertaking simple identification tasks, capsule networks provide a higher level of
accuracy with a decrease in the number of errors. They also do not require a significant amount of
data for training models.

2) Convolutional Neural Networks (CNN) have been around for ages and were inspired by
biological processes - particularly the way how brain understands the signals it receives from the
eyes. The state of the art visual recognition systems today use CNN algorithms to perform image
classification, localization and object detection.

The interest in convolutional neural networks has been renewed because it's been heavily used
for smart surveillance and monitoring, social network photo tagging and image classification,
robotics, drones, and self-driving cars. The data scientists at Google, Amazon, Facebook etc. use this
to do all sorts of image filtering and classification.

A closely related field is deep learning for computer vision which is what powers a barcode
scanner's ability to "see" and "understand” the stripes in a barcode. That's also how Apple's Face 1D
recognizes you when it sees your face. To get started with deep learning for computer vision, there's
tons of platforms offered that include Google's Vision API, Allegro.ai, Missinglink.ai etc.

3) Networks With Memory Model. One important aspect that distinguishes human beings from
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machines is the ability to work and think discreetly. Computers can undoubtedly be pre-programmed
to complete a specific task with extremely high accuracy. However, the problem occurs when you
need them to work in diverse environments.

For machines to be suitable in real-world environments, neural networks have to be capable of
learning sequential tasks without forgetting. It is essential for neural networks to be able to overcome
catastrophic forgetting using the help of many different powerful architectures. These can include

1. Long-Term Memory Networks that can process as well as predict time series.

2. Elastic Weight Consolidation Algorithm that can slow down learning based on priority
defined by previously completed tasks

3. Progressive Neural Networks that are immune from catastrophic forgetting is also capable of
extracting useful features from already learned networks for use in a new task.

5. Significant trends in deep learning

1) Deep Reinforcement Learning is the form of a neural network which learns by communicating
with its environment via observations, actions, and rewards. DRL has been successfully used to
determine game strategies like those in Atari and Go. The famous AlphaGo program was used to
defeat a human champion and has been also been successful.

DRL is essential as it is among the most general purpose learning techniques that you can use for
developing business applications. It also requires significantly less data for training models. Another
advantage is that you can train it by using simulation. This completely removes the need for labeled
data.

2) Lean and Augmented Learning. By far, the biggest obstacle in Machine Learning in general
and Deep Learning, in particular, is the availability of a significant amount of labeled data for training
neural models. Two techniques can help address this — synthesizing new data and transferring a
trained model for task A to task B.

Techniques like Transfer Learning (transfer the learning from one task to another) or One-Shot
Learning (where learning occurs with only one or no relevant examples) make them Lean Data
Learning techniques. Similarly, when new data is synthesized using interpolations or simulations, it
helps to obtain more training data. ML experts usually refer to this as augmenting the existing data to
improve learning.

Techniques such as these can be used to address a broader range of problems, especially where
less historical data exists.

3) Supervised Model. A Supervised Model is a form of learning that infers a particular function
from previously labeled training data. It uses a supervised learning algorithm that contains a set of
inputs with the corresponding labeled correct outputs.

The labeled inputs are compared with the labeled outputs. Given the variation between the two,
you can calculate an error value, and an algorithm is then used to learn the mapping between the input
and the output.

The end goal here is to approximate the mapping function to the extent that if a new input data
is received an accurate output data can be predicted. Similar to a situation where a teacher supervises
a learning process, the learning process halts when the algorithm has achieved a satisfactory level of
performance or accuracy.

4) Hybrid Learning Models.

Various types of Deep Neural Networks, including GANs and DRL, have shown a lot of promise
when it comes to their performance and widespread application concerning different sorts of data.
That said, Deep Learning Models cannot model uncertainty in a way that Bayesian or Probabilistic
approaches can.

Hybrid Learning Models can combine the two approaches and utilize the strength of each. Some
examples of such Hybrid Models include Bayesian GANs and Bayesian Conditional GANSs.
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Hybrid Learning Models allow for the possibility to expand the range of business problems that
can be addressed to include Deep Learning with Uncertainty. This will allow for higher performance
as well as explainability of models which can encourage more widespread adoption.

6.Comparative analysis of usage different types of neural networks architecture.

Most recent usage of all neural network models is image classification/ According to [9] even
with a small number of hyperparameters, Capsule Networks can efficiently classify faces (on a given
datasets). Additionally, Capsule Networks, like classical neural networks, requires more samples per
class to achieve a lower test error. Good results on baseline and Capsule Networks architectures for
face datasets are obtained through small variation within classes (relatively small degree of horizontal
and vertical face rotation, relatively fixed face position with respect to image). Training Capsule
Networks requires more computational resources than CNN because the outputs of primary capsules
are activity vectors (with instantiation parameters) rather than scalars, leading to higher memory
requirements because of the increased dimensionality. Moreover, when increasing the size (height
pX., width px.) of input images, the number of cells used in GPU RAM increases near exponentially.
The authors argue that Capsule Networks has the potential to achieve a higher performance with some
modifications in the hyperparameters. Having an 8D vector for routing capsules seems not enough
for a complex dataset such as CIFAR-100, and 16D, 32D, 64D, may give a boost in performance, but
also cause usage of more powerful GPU(s) to fit such complex model to memory. Another alternative
could be decreasing the batch size to 1 sample, which may be harmful to the training process because
the gradient might go in a wrong direction. Having good preprocessed dataset may solve this problem
because in that case, every new sample pushes the gradient on the right track, but it may take longer
to converge [10]

As for other field of usage of different neural network models we can highlight next:

The benefit of using CNNs is their ability to develop an internal representation of a two-
dimensional image. This allows the model to learn position and scale in variant structures in the data,
which is important when working with images.

CNNSs are used for:

—image data;

—classification prediction problems;

—regression prediction problems.

More generally, CNNs work well with data that has a spatial relationship.

The CNN input is traditionally two-dimensional, a field or matrix, but can also be changed to be
one-dimensional, allowing it to develop an internal representation of a one-dimensional sequence.

This allows the CNN to be used more generally on other types of data that has a spatial
relationship. For example, there is an order relationship between words in a document of text. There
is an ordered relationship in the time steps of a time series.

Although not specifically developed for non-image data, CNNs achieve state-of-the-art results
on problems such as document classification used in sentiment analysis and related problems.

CNNs are tried to use for:

—text data;
—time series data;
—sequence input data.

And using RNNCc includes the following set.

The Long Short-Term Memory, or LSTM, network is perhaps the most successful RNN because
it overcomes the problems of training a recurrent network and in turn has been used on a wide range
of applications. RNNs in general and LSTMs in particular have received the most success when
working with sequences of words and paragraphs, generally called natural language processing.

This includes both sequences of text and sequences of spoken language represented as a time
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series. They are also used as generative models that require a sequence output, not only with text, but
on applications such as generating handwriting.
It is not rational to use RNNs for:
—text data;
—speech data;
—classification prediction problems;
—regression prediction problems;
—generative models.
Recurrent neural networks are not appropriate for tabular datasets as you would see ina CSV file
or spreadsheet. They are also not appropriate for image data input.
Usually RNNs are not used for:
— tabular data;
— image data.
RNNs and LSTMs have been tested on time series forecasting problems, but the results have
been poor, to say the least. Autoregression methods, even linear methods often perform much better.
LSTMs are often outperformed by simple MLPs applied on the same data.

7. Conclusions

Neural networks are now an essential part of our modern life. They are part of almost every
intelligent system. The evolution of the research in the neural networks made their application in
complicated systems feasible. The current research trends in the neural networks include the
evolutionary neural networks, rough and spiking neural networks and deep neural networks. There
are many practical applications using the neural networks. Al lays the foundation for a new era and
many of the breakthroughs in technology are purely based on one of this technology.

Modern applications and infrastructure are generating log data that is captured for indexing,
searching, and analytics. The massive data sets obtained from the hardware, operating systems, server
software and application software can be aggregated and correlated to find insights and patterns.
When machine learning models are applied to these data sets, IT operations transform from being
reactive to predictive.

When the power of Al is applied to operations, it will redefine the way infrastructure is managed.
The application of ML and Al in IT operations and DevOps will deliver intelligence to organizations.
It will help the ops teams perform precise and accurate root cause analysis.

AlOps will become mainstream in 2019. Public cloud vendors and enterprise are going to benefit
from the convergence of Al and DevOps. Machine learning and artificial intelligence will become
the key technology trends of 2019. From business applications to IT support, Al is going to impact
the industry significantly.
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