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COMPREHENSIVE PERFORMANCE CRITERION
FOR HYPER-CONVERGED INFRASTRUCTURE

The purpose of the article: find a quantitative relationship between structural network parameters, an
indicator of the efficiency of the use of resources and the quality of the services provided by the network for a
network with hyperconverged infrastructure. The optimal values of the degree of load of the channels are
obtained. For each link in a hyperconverged infrastructure network, the required number of
transmission channels and the required throughput are calculated. This makes it possible to calculate
the throughput of communication channels during network synthesis.
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KOMILIEKCHUW KPUTEPI EOEKTUBHOCTI
T'MEPKOHBEPTEHTHOI IH®OPACTPYKTYPHU

Mema cmammi: 3natimu KiTbKICHUN 63AEMO36'S30K MIJIC CIMPYKMYPHO-MEPENCesUMU NAPAMEMPamu,
NOKA3HUKOM eeKmUeHOCMI GUKOPUCMAHHS pecypcié ma SKICMIo NOCIY2, WO HAOAIOMbCS Mepexcelo 3
einepkonsepeenmuolo  ingppacmpykmyporo.  Pesynemamu.  Ilposedeni  Oocniodicenns — 00360auUu
chopmymosamu 06a 3a60aHHSA, AKI OONYCKAIOMb DIUEHHS, WO 3PVYHI 015 [Hmepnpemayii: MiHIMizayis
Cepeonbo20 YACy 3ampUMKYU 3A86KU 6 Mepedci npu 3a6e3neueHHi UMOGIpHOCMI GIOMO8U 8 00CIY208Y8ANHI He
Oinbuie 0onycmumoi; GU3HAUEHHS MIHIMANLHOL UMOBIPHOCMI 8IOMOBU 8 00CIY208Y8AHHI NPU 3a0e3neyeHH]
cepeoHbo20 uacy 3ampumKu nakemy Ha 3a0aHomy pisui. IIpogedeno pospaxyHox eenuuunu cepeoHboi
MAaKCUMANTbHOI  UMOBIPHOCMI  GIOMOBU, AKA BU3HAYAEMBCA KINbKICHUMU XAPAKMEPUCTMUKAMU  GETUYUHU
mpaghika, NPONYCKHOI CHPOMONCHOCMI KAHANG, KilbKOCMi KaHuanie [ emHocmi Oygepuoi nam'ami.
Pospaxosana cepeous maxcumanvna timosipnicms empamu 3aa60K. llposedenuil ananisz pesynvmamis
00Ci0HCeHb NOKA3A6, WO OMPUMAHULL Pe3VIbmam 003601A€ CMEEPOHCY8AmU Npo 0OHO3HAYHE OOMPUMAHHSL
NPUTTHAMHUX ONMUMATbHUX 3HAYEHb CIYREHs 3A6aAHMAICEHHS KAHANIE MEPEdiC AK MIHIMALHO20 CepedHbo20
yacy 3ampumKu NaKemie 6 mepedici npu 3a0arii Qonycmumoi tUmosipHocmi ix empam, max i cepeoHboi
MAKCUManvbHoi tmMosipHocmi eémpam nakemie 6 mepedici. Bucnoeku. Ompumano onmumanvhi 3HAYEHHS
cmyneHs 3a8aHmMadiCceHHs Kananie. s KO#CHOI 1aHKu Mepexci 3 2inepkoH8epeeHmHoI0 iHGpacmpyKmypoio
PO3paxo8yemvbcsi HeobOXIOHa KilbKicmb Kanalie nepedadi i HeobXiOwa nponyckHa 30amuicme. Lle Oae
MOACIUBICMB NPU CUHMESL MEPENCT PO3PAXY8AMU NPONYCKHI CNPOMONCHOCI KAHANIE 368'13KY ma HeoOXiOHUl
06cae bypeproi nam'ami npu gioomux monoaozii mepesici i mampuyi msaxcinua. Po3paxynok nposodumuvcs 3a
Kpumepiem 3a6e3nedentsi cepeonbo20 MIHIMANLHO20 Yacy OOCMABKU MNOGIOOMIEHb | MAKCUMANbHOL
tLMOGIpHOCMI 8I0MOBU 8 0OCY208Y8AHHI NAKEMIB MEPEICi 8 OONYCIUMUX MEICAX.
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cemvio ycnye Onsl cemu ¢ 2UNEPKOHEEp2eHmMHOU ungpacmpykmypou. Tlonyuenvt onmumanvivle 3HAYEHUS
cmeneHu 3aepy3Ku Kauanos. s Kancoo2o 36eHa cemu ¢ 2UNEPKOHBEP2eHMHOU UHGpacmpykmypou
paccuumuvlgaemcsi HeoOXooumoe Koaudecmeo KaHaio8 nepeoavu u mpebyemyio nponyckHyio cnocoOHOCmb.
Omo daem 603MOJNCHOCMb NPU CUHME3e Cemu PAcCYumams NPONYCKHblE CROCOOHOCMU KAHANO08 C6A3U U
Heobxooumblii 0b6vem 6ypepHol namamu.

Knrwouesvie cnosa: cunepkongepeeHmHocmy, Kpumepuii d¢pghexmusHocmu, 3a2py3Ka Kauania

1. Introduction

What is hyperconverged infrastructure? Organizations currently use three-tier architectures.
Which consist of a computing layer, a storage layer, and a network layer. It has been so for many
years. These architectures have been effective in the past. But they require large creation costs. They
are difficult to operate and scale. They cannot respond quickly to the needs of modern applications.
Due to the poor adaptability of such architectures, organizations are considering using public clouds.
They don’t want to wait until the IT infrastructure can support their applications. But they are worried
about problems: higher costs and lack of enterprise-class security. Modern equipment has made a
three-tier architecture unnecessary. High-performance processors and memory in combination with
modern storage technologies make it possible to integrate the entire infrastructure. You can work with
it on the basis of servers x86 with internal SSD - disks. This infrastructure is called hyperconverged
or HCI. Let's dwell on the advantages HCI- infrastructure. It saves money and improves adaptability.
HCI - infrastructure significantly reduces capital expenditures. Because you only need servers x86.
Specialized storage arrays, controllers, and fiber optic networks aren’t needed. Operation is
simplified. So to perform standard tasks does not require a lot of time and special skills. Besides,
HCI- infrastructure helps to respond quickly to business needs. The equipment can be ready for use
in a few hours. Operational settings can be ready in a few minutes. This eliminates the need for
complex blocks such as logical volumes. Horizontal and vertical scaling is achieved by adding drives
and servers x86. This occurs without interruption, lengthy reconfiguration or additional costs. With
HCI, organizations can deploy cloud-like infrastructure in a local environment where costs are lower.
But the level of control and security is higher than in a public cloud.

Hyperconverged infrastructure (HI) is characterized by simplicity of architecture and
management, reduction of overhead costs, simplified interaction with vendors in environments with
a high level of visualization [1, 2]. But these systems also have disadvantages. Therefore, before
implementing HCI, it is necessary to evaluate its effectiveness.

Resource efficiency and user experience are interrelated. Therefore, resource efficiency is key to
analysis and synthesis HCI. It is estimated by the ratio of load to module throughput. In the structure
of a synthesized network with HCI (SNHCI) module throughput is taken equal to the load passing
through it.

2. Analysis of the literature
High quality services require high bandwidth [3-14]. Therefore, the reduced use of network
resources. For the SNHCI is right [4]
Q-E=C, (1)

where Q — assessment of a generalized indicator of service quality;
E —assessment of a generalized indicator of the effectiveness of the use of network resources;
C — constant value characterizing the network in terms of the quality of user service.
For rate Q we use the load factor of the i-th block SNHCI

Ai = Fi/(nivi)’ (2)
where F. — flow in block;

Vi — bandwidth of one block channel;
ni — number of channels in a given block.
Suppose Ui = n; - Vi — channel capacity of the block, then
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XU =F. 3)

Ui — value may act as an estimate of E.

3. The purpose of the article

The purpose of the article: find a quantitative relationship between structural network parameters,
an indicator of the efficiency of the use of resources and the quality of the services provided by the
network for a network with hyperconverged infrastructure.

4. Research results

4.1. Task formalization

The conducted studies allowed us to formulate two tasks. These tasks allow solutions that
are easy to interpret.

1. Problem 1. The task of minimizing the average delay time of the application in the

network (fspec) while ensuring the probability of a denial of service is not more than acceptable

(P

—min

T spec — TiFn T spec Pfail < Pf:iclcept ) (4)

where F — the set of flows in SNHCI;
V — the set of bandwidth routes to SNHCI.

2. The task of determining the minimum probability of denial of service (I_Dfau) while

ensuring the average packet delay time at a given level (Tamp‘) ;

spec

—min

Pril = I’\I/1iFn Prail ; T'spec < T:‘;:eccept ) (5)

Both tasks can be considered as a dual nonlinear programming problem.
Each i-th link SNHCI modeled as queuing system (QS) of type M/M/n/m [6] with a limited

queue. In the queuing system the Poisson stream of applications arrives with intensity A, service

intensity 4 . The number of places in the queue for i-th link equally mi. In the general case, queues
are associated with the entrance to each link. The input is formed by a beam of n channels and a
common buffer, containing m memory cells.

Problem 1 is solved by optimizing the average delay time by a complex indicator for each i-th
network link [7]:

x=f(n,m), (6)

where y,— the degree of loading of each of the nj channels of the network link.

4.2. Initial data for solving the two problem

Consider the problem 2. Calculation of the average maximum probability of failure Pt

determined by the quantitative characteristics of the parameters SNHCI: Fj, Vi, n, m (traffic
size, channel capacity, number of channels and buffer memory capacity).
The average number of occupied channels for each link SNHCI defined as [8]:

z =p (- p__
n

o) (7)
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where p, = A/ 1 — reduced flow rate;

n; +m;
p. 1 1
nin:i n !'Po = P — (8)
probability of denial of service to the next incoming to the communication center SNHCI packet
due to lack of queue space;
Po — the probability that the channels are free, there is no queue and there are no service
requests in QS:

S0 x) () -4 B
PO:[; at nt 14 j ' ®

The average number of applications in the queue can be found as:
Fi: PifailZIaZi_(mi_a) ' (10)
a=1

where y,, = p, I/ n,— degree of loading of the channel of the i-th link SNHCI.
Average number of applications per link QS determined from the expression:

W=7+ (11)
Taking into account (7), (8), (10) expression (11) will take the form:
Wi =120 P+ P Doz (12
al
Ratio (12) true for any link SNHCI, wherein o independent of transmission direction:
xn=pln=y. (13)
Loss probabilities in each i-th network link are comparable to each other, i.e.
Py = Pl (14)
Using the Little Formula [9] and Kleinrock approximation [10] for k links
¥ Tpec = kWi . (15)
Little formula allows you to go to the network level [9].

Taking into account (12), the average delay time of the application is determined:

T spec = 1 K[P+ai Zajf(mi ) 4 ny(L—Pri)]. (16)
Y

a=1

Let us set the acceptable packet delay time in the network, i.e.

Tspec < T2 (17)

spec

From (16) we determine the average maximum probability of loss of applications in SNHCI
within the acceptable delay time:

— max 7fspec - kn,;( (18)

Ptil = . .
kZa;[(m‘_“) —kn. ¥
a=1
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4.3. The solution to the optimization problem by a comprehensive indicator
Function (18) has an extremum (maximum), the search for which is the task of
unconditional optimization. By calculating the partial derivative [11]

P /8y =0, (19)

we get a local extremum. It is due to unimodality Pri is global.
Additivity of function (15) and conditions (11) determine the separability Prai. Therefore
0 Prai d Prai

=0. 20
o dg (20)
To simplify the calculations, we denote
A=t T
Then (16) takes the form:
= A—n
Prail = o iZ (21)
Za[(mﬁa) —ny
a=1

On the other hand

ZQZ_(mi - nx
A-ny= - . (22)

141 Z a(m —a) e

i a=1

Substituting (22) into (21) we obtain an expression for determining the average maximum
probability of failure in a time not exceeding T2 :

spec

Pl = T L . (23)
1+ 72 a(m —a) y M)
i a=1

On the other hand, there are expressions (5), (7), which together, taking into account (11),
can be represented as:

n; +m; 1

R — e 2
it az |Z /1/ z

fail =
After transformation (21) we get:

—max 1

fail = )*(”i —a) m;

r]i! . (n|Z —(m;—a) .
i ;
x" Z‘) a! Z;Z

The left sides of expressions (20) and (25) are equal. Therefore, it is legitimate to assert:

(25)

m;

n! <& (g ) ") “(m-a) _ (m~(a-D)]
Z +Z;( =1+— Za(m —a)y” (26)

a=| i a=1
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After simple transformations (26), we obtain the expression:

N,

m;i—1
> Wy = 3 @D gy e (21)
a0 &} a-1 n

Define the roots of the equation (24). They vary within 0< y <1. According to queuing
theory [9] at y >1 the average delay time of packets on the network and the probability of their
loss increase significantly. Therefore, the roots of equation (27) are acceptable values of the
degree of loading of channels y,..-

5. Analysis of research results
The obtained result (27) allows us to assert a unique correspondence between acceptable

optimal values of the degree of load of network channels »2 ., both the minimum average

accept ?

packet delay time in the network for a given acceptable probability of their loss, and the average
maximum probability of packet loss in the network PZ*". At a given allowable time, packet

delays depend on the required probability of packet loss in the network P5™, and from the
allowable delay time in the network T2 . We can say that packet delays are functions of

spec
discrete values of the number of channels n and the number of places in the queue m.
The equation of system (27) is a function of one variable ». It makes it possible to

independently determine an acceptable value of the channel load for each network link y; .con -

But this equation is transcendental. Therefore, it is not possible to obtain an exact analytical
solution (27). But they can be solved either numerically or graphically. Acceptable values
determined by the coordinates of the intersection points of these curves with the axis

Z i reason

Zinp - Graph analysis shows, that there are three solutions depending on the ratio of values n and

m.
Define the values y*_  and the value of the total flow at the input of the i-th link given

I reason

by the gravitational matrix

Fin. The required number of transmission channels of the i-th link
and their bandwidth will be determined based on the ratio:

opt _ ’ai _ l" )h _ F% .
e g n-Leg Ven ’ (28)
ﬂf:ﬁ;;son = f (rT1i'r]i)’

where F =L-4 —total flow at the input of the i-th link;
V; =L- x4 — bandwidth of each ni channels.
Integrated metric optimization >  (28) allows you to vary the values Vi. Depending on

reason
the class of traffic Fi any combination of channels can be provided. At the same time, a virtual
channel with variable bandwidth is formed. Such a channel does not depend on the required

T In this case, the probability of a denial of service package will remain within the

spec

acceptable range ( P**").

OmK

This allows you to provide a set of channels with a given bandwidth. An acceptable value
remains ™ . The average packet delay time in the network remains within the acceptable

i reason "

value T2

spec

The numerical solution method is implemented using the program Mathcad. In fig.1 all
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conditions are combined (7), (8), (16), (18), (26), (27). Analysis showed within the specified
parameter values, you can exchange the channel capacity for the amount of buffer memory at
the entrance to this channel.

At the same time, it is necessary to maintain the constancy of network quality indicators
(delay time, probability of packet loss) permissible limits.

n=17n=14 n=13 ;=¢ A ﬁ‘}ié‘ce
pt
TR | ¥ 150
n=28 _1°
n=1 AL - |25
1= 28 : & =
N =4 '_ 20
-115
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Fig. 1. Scheme of the relationship between structural network parameters

6. Conclusion

The optimal values of the degree of load of the channels are obtained. For each link in a
hyperconverged infrastructure network, the required number of transmission channels and the
required throughput are calculated. This makes it possible to calculate the throughput of
communication channels during network synthesis. Also, the required amount of buffer memory
with a known network topology and a given gravitational matrix. The calculation is based on
the criterion of ensuring the average minimum message delivery time. And calculating the
maximum probability of denial of service network packets within acceptable limits.
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