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Abstract: For a typical low complexity video sequence, the weight of each P-frame in the
stream is approximately three times smaller than the I-frame weight. However, taking into account
the number of P-frames in the group, they make the main contribution to the total video data
amount. Therefore, the possibility of upgrading coding methods for P-frames is considered on
preliminary blocks' type identification with the subsequent formation of block code structures. As
the correlation coefficient between adjacent frames increases, the compression ratio of the
differential-represented frame's binary mask increases. The compression ratio of the differential-
represented frame's binary mask varies from 3 to 21 depending on the correlation coefficient
between adjacent frames. Estimation of the bit representation's information content of the
differential-represented frame's binary mask on the basis of accounting for the nonequilibrium of
the bases of the lengths of the binary series does not require an increase in the complexity of the
software-hardware implementation. Due to the double-alphabetic power code, the differential-
represented frame's binary mask is relative to the single-alphabet code will decrease by 17%. The
most preferable method for constructing the compact representation technology of the binary masks
of frames represented in a differential form is the approach. This is based on the identification and
description of the lengths of one-dimensional binary series. A binary series is a consecutive binary
elements sequence with the same value. In this case, sequences of identical binary elements are
replaced by their lengths. And since the elements of the binary masks of the frames represented in
the differential form take only two possible values 0 or 1, it is suggested to form the lengths of the
binary series without indicating their level.

Keywords: image, redundancy, coding, quantization, matrix, binary mask, data.

Tumouxko O.L., Jlapin B.B., IlleakoB I0.I.  Xapxiscoxkuii Hayiomanvhuii yHisepcumem
Hosimpanux Cun im. 1. Koocedyba, Xapkie
Adpamna A.  Jlvomna axademisa Hayionanenoeo asiayitinoeo yuisepcumemy, Kponuenuyvkuii

VIOCKOHAIEHHIA METO/] KOMITPECIi IMUHAMIYHOI KOMIIOHEHTH
TU®EPEHLIIAHO-MIOIAHOTO KAJPY

Anomauin: /[nsa munogoi 8i0eonociioo8HOCmi HU3bKOI CKIAOHOCHI 8aza KodicHo20 I -kaopy 6
nomouyi npubauzHo 8 mpu pasu oinvuie éazu P -kadpy. O0Hak, 3 o2na0y Ha Kinbkicme P-kadpie 6
2pYni, BOHU BHOCAMb 6ACOMUL BHECOK 6 3a2anbHuti 006cse eideooanux. Taxkum uumowm,
PO32NAOAEMBCS MOACIUBICMb MOOepHIzayii Memodie 0opooxku P-kadpie 6 npoyeci nonepednbo2co
8UAGNIEHH MUNIE ONOKI8 3 NOOANLWUM HOPMYBAHHAM CmMPYKmMyp 010K08020 Kody. Ilo mipi
30inbUeHHs KoehiyieHma Kopenayii Mixc CyCiOHIMU Kaopamu CMYniHb KOMARpecii 08iliKOGIl MACKU
ougepenyiiino-nooanozo  kadpy  30inbuyemocs.  Cmynino — Komnpecii — OBIUKOGI — MAacCKu
oughepenyilino-nooano2o Kaopy 3miHwemscs 6i0 3 0o 21 6 3anedchocmi 6i0 Koeiyienma
3anexcnocmi mige cycionimu kaopamu. Oyinka ingpopmamusnocmi 06imoeo2o nNoOanHs O08ilKO80I
Macku  OugepeHyitino-no0ano20 Kaopy HA OCHOBI 8pAXYBAHHA PI3HOI 6azu OCHO8 OO0BHCUH
08i1IK08020 psdy He nompebye 30ibUeHHs CKIAOHOCMI Npo2pamHo-anapamuoi peanizayii. Yepes
008IICUHY CTIOBHUKOBO20 KOOV NOMYIHCHOCMI 0BIUKO8A MACKA OUpepeHYiliHO-N00aH020 KAopy w000
ooHoangasimmozo Kooy smerHwumscs Ha 17%. Hatikpawum memooom nodoyoosu mexwonozii
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KOMNAKMHO20 NOOAHHS OBIUKOBUX MACOK KAOpi8, npedcmasieHux 6 oupepenyianvnoi gopmi, €
nioxio 3 YCYHeHHAM HAOMIpHOCMI Ha Odicepeni inghopmayii. Lle 3achosano na ioenmudgpixayii ma
ONUCT 008ACUH OOHOBUMIPHO20 08iliK08020 psdy. Jlsitikosuil psd - ye NOCHiO08HICMb O0BIUKOBUX
efleMenmié 3 OOHAKOBUM 3HAYEHHAM. B ybomy 6unaoky nociioo8HOCmi 0OHAKOBUX OBIUKOBUX
elemenmie 3aminwlomscsa  ix O0oexcunamu. OcCKinbKu enemMeHmu  O8IUKOBUX MACOK Kaopis,
npedcmasieHux 6 oughepenyiinit Gopmi, NPpUIMaoms Mintbku 08a Moxcausux 3navenus 0 abo 1,
NPONOHYEMBCSL hOPMYBAMU OOBICUHU OBINIKOBO20 PsI0Y Oe3 8KA3IBKU IX PIGHSL

Knrouosi cnosa: 306pasicenns, HaOMIpHICMb, KOOY8AHHS, KEAHMYBAHHS, MAmMpuysl, 08IlK08a
macka, Oai.
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YCOBEPHIEHCTBOBAHHBI METO/ KOMIIPECCUA JTUHAMHWYECKON
KOMIIOHEHTbBI JU®®EPEHIHUAJIBHO-IIPEJACTABJIEHHOI'O KA/IPA

Annomayusn: /[nia munuurol 6U0eonociedo8amenbHOCU HUSKOU CLONCHOCMU 8eC KAHCO020
| -kaopa 6 nomoxke npumepno 6 mpu paza 6orvuwe geca P -kadpa. Oonaxo, yuumul8as KOIUYECMBO
P-xaopos 6 epynne, onu enocsam eecomulil 6k1a0 6 odbwull 06vem sudeodannvix. Takum obpazom,
PACCMAMPUBAEMC  BO3MONCHOCMb MOOepHU3ayuu memooos obpaomxu P-xadpos 6 npoyecce
npeosapumenbHo20 GbIAGIEHUs MUN08 0OIOKO8 ¢ NOCIOVIOWUM (DOPMUPOSAHUEM CMPYKMYD
onounozo kooa. Ilo mepe ygenuuenus Kodgguyuenma Kopperyuu mexcoy COCeOHUMU KAOpamu
cmenenb KOMNpeccu 080UYHOU MACKU OUhpepenyuanbHo-npeocmasieHH020 Kaopa yeeiudusaenmcs.
Cmenenv komnpeccuu 080UHHOU MACKU OuhhepeHyuanbHo-npedcmasieHHo20 Kaopa UMeHsAemcs
om 3 0o 21 & 3asucumocmu om Kod(hguyuenma 3a8UCUMOCIIU MeHCOY COCEOHUMU KAOPAMU.
Oyenka un@opmamusHocmu OUMOB020 NpPedCMasieHusi O0B0UYHOU MACKU OuddepenyuaibHo-
NpeoOCmasieHHO20 Kadpad HA OCHOBe YYemd HEePABHOBECHOCMIU OCHO8 ONUH O0B0UYHO2O pA0d He
mpebyem yeenuueHusi CIOACHOCMU NPOSPAMMHO-annapamuol peanuzayuu. Hz-3a  080uuHo20
CN0BAPHO2O KOOA MOWHOCMU OBOUYHAS MACKA OuddepenyuaibHo-npeocmasieHHoc0 Kaopa
OMHOCUMENbHO 00HOaNpasumno2o kooa ymeHvwumcesa Ha 17%. Haubonee npeonoumumenbHuim
MEMOOOM NOCMPOCHUS MEXHON0SUU KOMIAKMHO20 NPeOCmAagieHUs: 080UUHbIX MACOK Kaopos,
npeocmasieHHblX 8 OughghepeHyuanvbHol popme, a61s1emcsi NOOX00 ¢ YCmMpaHeHuem U30blmouyHoCmu
Ha ucCmouHuke ungopmayuu. Imo 0CHOBAHO HA UOeHMUDUKAYUU U ONUCAHUU OTUH OOHOMEPHOZO
080UUHO020 pAoa. [{8OuYHbII SO - IMO NOCAe008AMENbHOCL 0BOUUHBIX IIEMEHMOE C OOUHAKOBIM
3HaueHuem. B smom ciyyae nocne0osamenbHOCmu 0OUHAKOBLIX OBOUUHBIX DJIEMEHNO8 3AMEHIOMCS
ux onunamu. Ilockonbky —snemenmvl  OBOUYHLIX ~ MACOK  KAOPOS, NPeOCMABNIeHHbIX 8
oughgepenyuanvroll  popme, NPUHUMAIOM  MOALKO 08d BO3MOJNCHLIX 3Hauenus (0 uwiu 1,
npeonazaemcs Gopmuposams OJIUHbL 08OUUHO20 PsOa Oe3 YKA3aHUs UX YPOBHSL.

Knwuesvie cnosa: uzobpadicenue, uzdblmouHocms, KOOUPOBAHUE, KEAHMOBAHUE, MAMPUyYd,
0B80UYHAS MACKA, OAHHbIE.

1. Introduction

The main difficulty in working with video are large volumes of transmitted information and
sensitivity to delays in the video information transmission. Therefore, in order to eliminate the
maximum redundancy amount in the formation of the video sequence, 3 types of frames are used: I,
P and B which form a frame group [1]. For a typical low complexity video sequence, the weight of
each P-frame in the stream is approximately three times smaller than the I-frame weight. However,
taking into account the number of P-frames in the group, they make the main contribution to the
total video data amount. Therefore, the possibility of upgrading coding methods for P-frames is
considered on preliminary blocks' type identification with the subsequent formation of block code
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structures.

It has been analysed the predicted frames processing in the MPEG standard and its drawbacks
has found during compressing video data.

A method for encoding P-frames with the ability to select the type of blocks processing has
been developed, where the structural redundancy estimation of the block is used as a decision rule.
Thus, it has been introduced an additional possibility to control the video bit rate by changing the
number of I- and P-type blocks [2].

The method of coding and reconstructing predicted frames has been improved by using block
coding, which unlike Huffman codes has more noise immunity and less bit and time costs when
processing data blocks.

Therefore, it becomes an urgent scientific task to develop of an advanced method for
compressing the dynamic component of a differential-represented frame, taking into account the
limitations of data processing.

2. Analysis of literature and problem statement

A lot of researchers have compared image compression methods. A comparison of
international standards for lossless still image compression was made in [3] and in this case they
have thoroughly investigated the compression ratio of all the well-known compression methods
available at that time. However, the comparison in [4] does not deal with analysis of the latest
MPEG standard. Another issue is that consideration is only given to still images.

In [5], the compression ratio and execution time of the compression methods was investigated.
in addition, they investigated the efficiency of compression methods based only on textual data and
still images. Unmoving images are very different from the dynamic images in a differential-
represented frame scenario.

Another study on the comparison of compression methods was conducted in [6]. They applied
many compression standards and some compression programs to different dynamic images. They
have compared both the compression ratio and the execution time of the compression techniques.
They have pointed out that the compression performance depends on the type of images and the
implication of this is that these results cannot be directly applied to dynamic images in a
differential-represented frame scenario because of the different types of obstacles.

An early effort in relation to differential-represented frame scenario has been performed in [7].
Using differential-represented frame scenario, they achieved different qualities for different parts of
the image. Using this method an arbitrary ROI in any image can be encoded progressively up to
lossless.

A fast and efficient image compression algorithm based on double-alphabetical power code in
the classification system of bit processing methods was proposed in [8]. The power code is
constructed according to the scheme, which is considered above, is called a two-halftone code. In
other words, a two-alphabetic power code is a power code generated for two-alphabetic sequences.

To ensure the timely delivery of video information resources, it is necessary to take into
account the high-speed capabilities of communication channels. To do this, data compression
algorithms are used. Approaches to creating methods of compact representation can be divided into
three classes depending on the requirements for the quality of reconstructed images. These three
methods have been best described in [9].

There are two basic strategies for positioning the compressed presentation codograms.

The first strategy is to use marker delimiters between the codograms. Marker delimiters are a
code parcel, the contents of which can not be repeated in any one of the codes. On the one hand,
this makes it possible to separate the codograms on the receiving side, but on the other hand, this
leads to an increase in the volume of the compressed representation.

To eliminate this drawback, it is proposed to use the second strategy. The essence of the
second strategy is that the number of digits, for the codogram, is chosen, taking into account the
features of the dynamic ranges of the dynamic component's processed lines.
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Formulation of the problem. This paper proposes an approach to develop of an advanced
method for compressing the dynamic component of a differential-represented frame, taking into
account the limitations of data processing.

3. The aim of the study

The aim of the study is to develop of an advanced method for compressing the dynamic
component of a differential-represented frame, taking into account the limitations of data
processing.

4. Development of an advanced method for compressing the dynamic component of a
differential-represented frame

The power code is constructed according to the scheme, which is considered above, is called a
two-halftone code. In other words, a two-alphabetic power code is a power code generated for two-
alphabetic sequences. In accordance with the properties of the two-alphabetic power code, its place
in the classification system of bit coding methods is shown in Fig. 1.

Multiplicity processing Type of detectable characteristics

One-dimensional Two-dimensional Size of areas

Double-alphabetical power code

i)

Single-alphabetical Double-alphabetical

The power of the alphabet's processed data

Fig. 1. The place of a Double-alphabetical
power code in the classification system of bit processing methods

Here, the sizes of the binary regions are taken into account as a result of identifying the binary
series lengths. It will be shown, that for a two-index power code relative to the binary series lengths
of the differential frame's binary mask, the condition holds, i.e. provides a degree of compression:

D
26
Moy = MMy _ =
@4 log, (0 +@, log, r(1 D D
01092 " Omax * 21095 "Omax og, (r(0) By W)

here are Dy- the number of the zeros' lengths for the binary mask of the differential-represented

frame;
D - the number of units' series lengths for the binary mask of the differential-represented

frame.
An experimental estimate 7,, of the magnitude of the differential-represented frame's binary

mask's array for the video information flow of a stationary camera is shown in Fig. 2.
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Fig. 2. An experimental estimate of the magnitude of the differential-represented frame's
binary mask's array for the video information flow of a stationary camera

Taking into account the revealed features, the structural scheme of the method of double-
alphabetical coding of the differential-represented frame's binary mask's matrix is shown in Fig. 3.
Example 1. Let's calculate the number of digits L(r)Z in order to represent the entire

sequence of series lengths for the binary mask of the differential-represented frame Q due to a one-
rate power code.

The binary mask of the differential-

represented frame Q

0j0f0j0f0O]O
0j0(0|0|0]O
0j0f0j0f0O]O
0j1({0|0f{0]O0
1(1|1(1)1]|0
1{1|1(0)0]|0

First, let's define the maximum value of the binary series length 5% in @ sequence of binary
series lengths ® = {r1 =109, r =1 ry= 4; Iy = 5 I =1 s = 3 r, = 3}, which is based on expression:

r,=19; L(r)1=5bits; r,=1; L(r), =1 bit;

1
=4, L(r)3=2 bits; ry=5; L(r)4 =3 bits;
p=1; L(r)g =1 bit; s =3; L(r)6 =2 bits;

r,=3; L(r);, =2 bits.
The maximum binary mask series length of a differential-represented frame rpax =19. Then,

on the basis of expression, the number of bits required to represent the maximum binary mask series
length is equal to L(r) =5 bits.
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@ry mask matrD

'

Detection the lengths of binary series sequences © ={r,..., rq)}

y

Dividing the lengths of binary series sequence into subsequences of

the series of zeros lengths ®(O) ={r(0),...71(0) 4 * and lengths of
0

units series @Y ={r@p -t Mg ¥
1

Determining the maximum lengths of binary series for
subsequences G)(O) and G)(l) :
(O max = ]_gil%x(b(r(o)i) T Mmax = ng%x@(r(l)i)

Power formation of two alphabets

!

Formation of elementary code for sequences of binary series lengths
G)(O) and G)(l) :
L(r(0)) =[log, r(0)max1+1, L(r() =[log, rl)max]+1

_______________________________________ e

Construction of code constructions of the processed representation
of a binary mask matrices

power code

Fig. 3 - Block diagram of the two-alphabetic coding method of the binary mask of a
differentially represented frame

The number of the binary series lengths is formed for the differential frame's binary mask's
array @=7. Then, on the basis of the expression the total number of bits on the representation of
the binary series lengths sequence will be equal to a L(r)Z =5.7=35 bits.

At the same time, 36 digits are required for the code representation of the original image
fragment (the image fragment is classified as highly saturated with details having different dynamic
components) [10]. Consequently, by applying a single-alphabetic power code for all sequences of
series lengths, the binary mask size of the differential-represented frame will be reduced by 3%.

Example 2. Let's calculate the total number of digits L(r)Z for representing the entire
sequence of series lengths for the binary mask of the differential-represented frame Q due to the
two-waved power code.

The binary mask of the differential-represented frame Q
0j0(0j0]|O

PP [O]O|O|O

RlRr|R,r|lO|O

0[O0l 0]|O
0[0[0]O0
0[0l0]O0
11110
110]0(0
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First of all, let's define the maximum value r(0)yax in the subsequences of the lengths of the
zZeros series G)(O) = {r(O)l =19; r(O)2 =4; r(O)3 =1r(0) 4= 3} based on the expression:

r(O)1 =19; L(r(O))1 =5bits;

r(O)2 =4, L(r(O))2 =2 bits;

r(O)3 =1; L(r(O))3 =1 bit;

r(0),=3; L(r(0), =2 bits.

The maximum zeros series' length of a binary mask of a differential-represented frame
r(0)max =19. Then the number of bits required to represent the maximum length of zeros series of
a binary mask is equal to L(r(0)) =5 bits.

The number of lengths of zeros series is formed for the array of the differential frame's binary
mask is equal to @=4, then, on the basis of expression the total number of bits for the
representation of the subsequence of the zeros lengths will be equal to L(r(O))E =5-4=20 bits.

Then, in the same way, let's define the maximum value r(1)yax In the subsequences of the
lengths of the ones series G)(l) = {r(l)1 =1, r(l)2 =5; r(l)3 =3} based on the expression:

r(l)1 =1, L(r(1))1 =2 bits;

r(l)2 =5; L(r(l))2 =3 bits;

r;=3; L(r()); =2 bits.

The maximum length of the series of units of binary masks differential represented frame
r(max =5. Then the number of bits per representation of the series' maximum length of binary

mask units is equal to L(r(1)) =3 bits.

The number of lengths of the units' binary series formed for the array of the differential
frame's binary mask @ =3. Then, basing on the expression the total number of bits on the series
length representation of the units series will be equal to L(r@))y =3-3=9 bits.

Then the total number of bits per representation of the zeros and ones series will be equal to
L(r)y =L(r(Q)y +L(r(1)y =20+9=29 bits.

At the same time, 36 bits are required for the code representation of the original image
fragment (the image fragment is classified as highly saturated with details having different dynamic
components) [11]. Therefore, due to the use of a double-alphabetic power code for the
subsequences of the lengths of zeros and ones series. The differential-represented frame's binary
mask volume will decrease by 20%. Also, due to the double-alphabetic power code, the volume of
the differential-represented frame's binary mask is relative to the single-alphabet code will decrease
by 17%.

Basing on the above material it is possible to draw such conclusions:

1. As the correlation coefficient between adjacent frames increases, the compression ratio of
the differential-represented frame's binary mask increases.

2. The compression ratio of the differential-represented frame's binary mask varies from 3 to
21 depending on the correlation coefficient between adjacent frames.

3. Estimation of the bit representation's information content of the differential-represented
frame's binary mask on the basis of accounting for the nonequilibrium of the bases of the lengths of
the binary series does not require an increase in the complexity of the software-hardware
implementation.

4. Due to the double-alphabetic power code, the differential-represented frame's binary mask
is relative to the single-alphabet code will decrease by 17%.
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Positional coding with adaptive choice of the base is not subjected to individual elements, but
their aggregates (rows). Therefore, before starting positional coding with adaptive choice of the
base, it is required to form arrays from individual elements.

The dynamic component 7 q is divided into arrays, as shown in Fig. 4.

Fig. 4. Segmentation of the dynamic component into arrays

The order of bypassing the dynamic component affects on the arrays D formation time. From
a technical point of view, the shortest display time of information on the screen is achieved with a
line by line order of the dynamic component traversal. This is due to the fact that during the display
of the image it is displayed on the screen by lines (horizontal scan) [12]. Then, when the image is
restored, it will be displayed as the elements belonging to the dynamic component are restored. In
this case, the dynamic component is divided into blocks of equal sizes (Figure 5).

-

-

-

-
-

Fig. 5. Fragment of the partitioning of the dynamic component:
—— - the direction of the dynamic component traversal

Therefore, it is suggested to organize the order of the dynamic component traversal by rows in
the direction from the left to the right. For each subsequent dynamic component / q° the process of

splitting it into arrays starts from the beginning.
The number of elements in the dynamic component v is known to us and it is defined as the

number of unit elements in the stationary component /g. Therefore, it is proposed to break the

dynamic component into arrays, taking into account the availability of information on the number
of elements of the dynamic component. Hence, the size of the array is suggested to be chosen, with
taking into account:

1. The maximum filling of arrays with elements of the dynamic component i.e., in the last
array formed for the dynamic component, there should be as few empty lines as possible.
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2. Taking into account that the positional number and the code are formed for the row of the
array. In this case, it is necessary to ensure that there are no situations resulting in overflow of the
maximum permissible codeword length.

3. Taking into account that the amount of potential reduced redundancy increases with the
size of the positional number. This is due to the fact that for a longer block length it is possible to
reveal more regularities used in the process of reducing redundancy.

In this connection, the following procedure is proposed for determining the sizes of arrays to
which the dynamic component is divided:

1) if the length of an allowable codeword is limited to 64 bits, then according to the positional
encoding properties, the length of the string of the dynamic component array must not exceed 8. On
the other hand, in accordance with the third requirement regarding the choice of the size of the
dynamic component array, the line length must not be less than 4. Therefore, in the first stage, it is
suggested to choose the length of the line of arrays of the dynamic component equal to 6, i.e.
(nO| =6), |if ng<vq

here V4 is the number of elements in the dynamic component [13].

Then the total number of lines of the dynamic component m(z)d when taking into account
the knowledge of the value v d is determined by the formula:

Vd Yd
[n_] +1, i vy —[n—]md #0;
d d
m(2)g =1 §
d ; d
"4 "4
14
here are —4 - the number of lines of the dynamic component, on the basis of which complete
n
d

arrays are formed;

|4
vy —[n—d]md - the remaining number of lines of the dynamic component, on the basis of
d
which it is impossible to form a complete array;

2) the total number of rows is divided into separate arrays. Here it is necessary to take into
account that the number of rows in arrays should be the same. On the other hand, the choice of the
number of rows in an array is influenced by the condition of preserving the properties homogeneity
in the local area by dynamic ranges. This will allow to choose the adaptive base of the positional
number, which most adequately describes the property of the local area. In this connection, it is
suggested to choose the number of rows in the array is equal to Ng = 6. Then the number of arrays

(d)

v;,  into which the entire dynamic component is divided is determined by the formula:

) _ (g

M
My

]

In order to reduce the number of bases of positional numbers that are selected for each array
individually, the following procedure is proposed:
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m(Z)y

My

m(Z)q - Imy <3.

Then the last full array is filled with the remaining rows from the incomplete array.
Otherwise, when

m(X)q
My

m(Z)q-I[ Imy >4.

An incomplete array is formed.
In general, the scheme for positional coding of arrays of dynamic components with adaptive
choice of the base is shown in Fig. 6.

The dynamic
component array

Daun i; Ay

Table o of different data sets Base

distributed by base

Qo
O Qua <
Qu
0 @ Qua
N1 < <
N < <
My

| Qu1 |
Positional column codes for the
dynamic component

Fig. 6. The scheme of positional coding of dynamic component's array
with adaptive choice of base

The table is made up of all possible data sets (in general form), distributed depending on the
value of the base, where U +1 is the number of the different dynamic component's arrays of a given
size. U is the index of the subset of the dynamic component arrays that satisfy the base value A .
The arrays of the dynamic component are formed from the original image based on the functionals
¢d . Then for the received arrays there is a base 4. The found base serves as an input parameter
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for reading from the table Q the sets Q of the possible arrays of the dynamic component,
respectively. Within the selected sets €;, the columns of arrays of the dynamic component are
numbered in order from 0 to |Q, |, respectively. Therefore, due to the comparison of specific
arrays of the dynamic component to the columns of sets Q;, the corresponding codes for positional
numbers N (u); are determined (Figure 6).

In the general case, the full array D,; of the dynamic component has the form:

Gp G2 - o Y
Du = dl,l di,2 dI,J . di,nd l
d d Ldood
md 1 md ,2 md,J md’nd
here are d; i element of the array of the dynamic component;
My Ng - number of rows and columns in the arrays Dy, respectively.

It needs to be noted that the array D, may not be full.

Formation of a line of the dynamic component's array is carried out, taking into account a
shift, by the number of elements equal to the length of the array line ng -

The process of partitioning the dynamic component into arrays Dy, is affected by the
maximum value dmpax Of the element 1y and the number of columns Ny - This is due to the fact

that the code is generated not for a separate element of the dynamic component, but for the string of
the dynamic component array [14]. Therefore, the values of the positional number code N (u); and

the length of its codogram L; are affected by the adaptive base, which is selected in accordance

with the value dyax and number of elements in the positional number, which is determined by the
value Ny In this case, we can control only the quantity. The value dyax is determined separately

for each dynamic component. In this regard, before choosing a value n q° it is proposed to consider

the features of positional coding with adaptive choice of the base.

The first feature is the restriction, which is imposed on the length of the codogram L., which

J
is assigned to the positional number N (u) i Execution of this restriction is necessary to avoid loss

of information due to a lack of bits to represent the value of the code N (u)j . For this purpose, the

maximum possible number that can be stored in the codogram Lj of the digits should not exceed

the value of the dynamic range D of values of positional number codes, i.e.:

(N)

i
21>D
(N)’
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L.
here 2 J is the maximum possible number, which can be stored in the codogram with a length L.

J
of bits.
Dynamic range D

is defined as the maximum possible code of positional numbers N (u)j

(N)

for a given value of the base 4, .
The second feature is caused by the fact that code values N(u)i are generated for positional
numbers of uniform length Ny - This is due to the fact that the positional number is formed on the

basis of the elements of individual rows of the dynamic component's arrays. Therefore, the code
values N(u)j will take different values for different strings. Hence, in order to reduce the code

redundancy, it is suggested that the length of the codogram L i be chosen to be uneven, i.e.

Lj =VAR.

For the proposed organization of arrays Dy, the scheme for calculating the positional
numbers for the rows Du,j :{dl,j; d2,j; ""'di,j""dj,md} of these arrays, taking into account
the adaptive choice of the base 4, is given by the expressions:

m

d .
P -ag Y, @)
Ay =max{d; j}+1 (3)
]stnd
]siSmd

here are N (u)j the code value for the j-th positional number of the j-th column of the u-th dynamic

array;

Pj - weight coefficient of the j-th element of the positional number;

Ay - the base of the u-th array of the dynamic component.

Let us consider an example of calculating codes for the positional numbers of rows of a
dynamic component's array.
Example 3. Let's calculate N (u)j for the codes of positional numbers of arrays Dy, :

10 23 30
Dy =[20 18 9
410 15

First, let's define the positional numbers for the rows of the dynamic component array D, ; -

In order to do this, let's find the basis 4, and calculate it by the formula (2) their accumulated
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products Pj . The value of the base 4; = 31. Then the weighting factor P, - 312 =961 ;

P2:311=31; P3:310 =1. On the basis of these values, using formula (1), let's calculate the
values N(u)j for the codes of positional numbers D, i
N (u)1 =10x961 +20x31 +4x1=10234; L1:14 bits;
N(u)2 = 23x961 +18x31 +10x1=22671; L2 =15 bits;
N(u)3 =30%x961 +9x 31 +15x1=29124; L3:15 bits.

The maximum number of bits being used to represent the positional numbers of the dynamic
component is 15 bits. At the same time, 24 bits are required for the code representation of the
original image fragment (the fragment is classified as highly saturated with dynamic components).
Therefore, due to positional coding, the dynamic component volume will decrease by 38%.

Positional codes will make it possible to compactly represent arrays of the dynamic
component if the corresponding maximum values 4, have limited values, i.e.:

Ay <Omax, U=1, vy - Here is the maximum numerical value of the dynamic component.
Thus, as a proposed encoding result, arrays of the dynamic component are replaced by a

sequence of code values of positional numbers with an adaptive base {N (U)g,-N(u) i ,..N (u)mOI }

Let's consider the interpretation of the proposed encoding. Each line of the dynamic
component array, considered as a positional number, is associated with one code N (u)j of uneven

length. Then it is clear, that due to positional coding with an adaptive base, the dynamic
component's uniform parts are replaced by codograms of uneven length. Therefore, the whole chain
of successive transformations can be considered as a uniform vector quantization followed by a
non-uniform distribution of the number of binary digits (Fig. 7).

[d Dy \

P tuo 0
DU
‘[ . N

Ny “wj (u)my

~ Y Y Y

L.

L

L J my

Fig. 7. The scheme of code getting — the image’s fragment part’s numbers

Let’s consider this by the following way:
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N()j = feviDy, jiAul

Li = TpniNy j:duk=TpnlfeviDy jiAukidub

here are: fgy - the functional, which sets equal vectoring of dynamic value;
fpn - the functional, which describes the process of managing by number of binaric for each

code of positional number.
Because on the one hand, the number of elements in the position number is uniform, on the
other hand the value of their elements is the uneven distribution of natural-axis, the value of the

code N(u)j will be uneven, i.e. N(u)j =VAR.

In this case, if for each code to form a codogram of a predetermined uniform length L, code
redundancy R will be generated. This is due to the appearance of insignificant high-order bits of
the codogram, as shown in Figure 8:

/—M/ — —~
N(u)i _
—
Lc

Fig. 8. Code redundancy formation scheme

Code redundancy R is defined by the following formula:
RC = LC - LJ '

here are Lj - the number of digits representing the value of the positional number code is generated

adaptively for each column of the dynamic component array D ;
L. - the preselected uniform length of the codogram, which does not take into account the

structural features of the dynamic component's arrays Dy, .

In this connection, to reduce the code redundancy, it is proposed to form the length of the

codogram, taking into account the structural features of each column D, i of the dynamic

component array. In this case, it is necessary to take into account that the length of the codogram
will be uneven, that is, for each row of the dynamic component array, in general, the following
inequality can be fulfilled:

L # ...Lj 7 ...Lmd :

For these conditions, there are two basic strategies for positioning the compressed
presentation codograms.

The first strategy is to use marker delimiters between the codograms. Marker delimiters are a
code parcel, the contents of which can not be repeated in any one of the codes. On the one hand,
this makes it possible to separate the codograms on the receiving side, but on the other hand, this
leads to an increase in the volume of the compressed representation.
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To eliminate this drawback, it is proposed to use the second strategy. The essence of the
second strategy is that the number of digits, for the codogram, is chosen, taking into account the
features of the dynamic ranges of the dynamic component's processed lines. At the same time, it is
proposed to use only the service information, which is used in the code N(u)j generation process

in order to reduce the service data.

In case of code generation for a positional number, it is suggested to consider the following
properties.

The maximum code value N(u)max Of a positional number for a given base /4, , is

determined by the accumulated product of its elements' bases, i.e.:
My

Where the code value N(u) i for positional numbers with the adaptive base A4, will be

limited by the following value:
m
N()j <2 d_1,

Hence the number of binary digits L i to represent the code N (u) i on the adaptive base 4,

will have the following upper bound:
m
Lj =llog, N(u);]+1=[log, 2 d_15+1. (4)

As follows from (4), the right-hand side of the inequality depends on the adaptive base's size
Ay and the column's length A4, of the dynamic component array. The value A4 is used in the
encoding process, i.e. is not additional service information, therefore, to position the positional
number codograms, it is proposed to distribute the number of bits for each code according to

inequality (4). In this case, the length of the codogram Lj will be:

My
Lj :[Iog2 A Y =1]+1,

then &= 4.

According to the proposed strategy, the number of digits for each codogram within a single
dynamic array will be constant. But for different arrays of the dynamic component, the cost of the
number of digits for each codogram will be uneven. This is because there will be differences in the
meaning of the bases /4, . Therefore, the principle of distributing the number of digits for the

codogram is called locally uniform.

5. Conclusions

Thus, it is possible to draw the following conclusions:

1) the requirements are proposed for splitting the dynamic component into arrays, taking into
account, on the one hand, the need for an additional reduction in redundancy, on the other hand, the
elimination of cases of codeword overflow;

2) it has been developed the method of compression of dynamic component's arrays is based
on one-dimensional positional coding with adaptive choice of the basis, the code of the positional
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number is formed for individual rows of the dynamic component array, and the length of the
codeword is chosen unevenly;

3) the codeword lengths are positioned relative to one another in accordance with the known
value of the positional number length and the adaptive base.
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