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USAGE OF CHARACTERISTIC POINTS TO REDUCE THE TIME OF
PERFORMANCE OF SAD METRIC CALCULATION DURING VIDEO FLOW
COMPRESSION BY MOTION COMPENSATION METHOD

Abstract: Today, it is difficult to imagine a video system that does not use compression of the input
video stream for transmission or storage, because the uncompressed size of video files can reach several
hundred gigabytes. There are many different video stream compression techniques used in various codecs,
however, one of the most commonly used is the motion compensation technique, which allows you to
transmit video stream frames in the form of compensated inter frame difference, by finding the motion
vectors of individual blocks image. Despite the fact that the above-mentioned technique has been used for
the last twenty years, it still has two problem-priority places - assessments of the similarity of image blocks
and the algorithm for searching blocks. This article focuses on the problem of estimating the similarity of
the image, in order to reduce the time of estimating the similarity of the blocks, which in modern algorithms
takes from 40 to 80% of the time of the entire process of encoding the video stream.

The article considers the usage of metrics for estimating the similarity of images and their
importance for the process of motion compensation during video stream compression, such as SSD
(standard deviation) and SAD (sum of absolute differences). The temporal contribution of metrics to the
video stream encoding process, in particular to the motion compensation process, is estimated. An
algorithm combining classical SAD and parameter estimation based on characteristic points is proposed,
which will reduce the metric calculation time for estimating block similarity. The reduction of SAD
calculation time due to reduction of comparison points is estimated for three proposed comparison
templates - HSAD (half SAD), TSAD (third SAD), DSAD (diagonal SAD). For the selected templates, the
results of processing the test video sequence were compared with the results obtained during the processing
of the video sequence by the classic SAD. The main attention was paid to the assessment of the following
parameters: the relative difference SAD, the increase in the number of candidate blocks, the overlap of
candidate blocks.

Keywords: Sum of absolute differences, motion compensation, inter-frame difference, characteristic
points, video stream compression.

HiopiBauii O.A.  /lepocasnuii ynieepcumem menexomynixayii, Kuie

BUKOPUCTAHHA XAPAKTEPHUX TOYOK JJIAA 3SMEHIIEHHSA YACY
BUKOHAHHS OBPAXYHKY METPUKHU SAD 11 YAC CTUCHEHHSA
BIJIEOIIOTOKY METOJ0M KOMIIEHCAIIIL PYXY

Anomauia: Ha cvocoouiwniti eéadcko cobi yasumu 6ideo-cucmemy KA He BUKOPUCHOBYE
CMUCHEHHS 8XIOH020 8I0e0-NOMOK) O/l nepedadi abo 30epicauHs, OCKINbKU HeCMUCHEHUUl po3mip 8ideo-
Qaiinie modice docsieamu KilbKOX comeHb cieabaum. Ichye 6azamo pi3HUX MemoOux CMUCHEHHs 8i0eo-
NOMOKY, SAKI GUKOPUCMOBYIOMbCA 8 PI3SHO20 POOY KOOEKax, Mmum He MeHul OOHOI0 3 HAOiIbi uacmo
BUKOPUCMOBYBAHUX € MEMOOUKA KOMREHcayii pyxy, AKa 0036018€ nepeoasamu Kaopu 6i0eo0-nomoxy y
8U2NA0I CKOMNEHCOBAHOL MIJICKAOPOBOI-PI3HUYIL, 30 PAXYHOK 3HAXOONCEHHS 6eKMOPI6 pyXy OKpemux O10KIg
300padicenna. He ouensuuce na me, wjo euwyes2adany mMemoouKy 6UKOPUCMOBYIOMb NPOMA2OM OCHAHHIX
0gadyamu pokie, 8 Hill 3aIUAEMBCA 08a NPOOIEMHO-NPIOPUMEMHUX MICYS — OYIHKU CXOHCOCMI ONOKI8
300padicenta ma aneopumm nepedoopy onokig. [lana cmamms 30cepeddicena Ha po3enadi npobremu oyiHKu
cxXoolcocmi  300padicenHsl, 3 MEmON CKOPOYEHHs Yacy OYiHKU CXodcocmi ON0Ki6, AKA 6 CYUACHUX
aneopummax 3avmae 6io 40 0o 80% uacy 6cvbozo npoyecy K00y8auHs 8i0e0-NOMOKY.

B cmammi pozensanymo euxopucmanma Mempux OYiHKU CXOHCOCMI 300padceHb ma ix 8adciu8ocmi
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0na npoyecy KoMmneHcayii pyxy nio uac cmucHeHHsi 8i0eo-nomoky, maxi sax SSD(cepeone xeéadpamuune
sioxunennsy) ma SAD(cyma abconromuux piznuys). OyineHo Yacosull 6K1a0 MempuK 8 npoyec KOOYE8aHHs
8i0€0-NOMOKY, 6 0CobIUBOCMi 8 npoyec KOMNeHcayii pyxy. 3anponoHO8aHO aneopumm wo MNOEOHYE
Kkaacuynuii SAD ma oyinky napamempie HA OCHO8I XapaKMepHUX MOYOK, WO O00360IUMb 3HUSUMU YAC
00paxXyHKy Mempury O OYiHKY cXodcocmi 6110Ki8. OyineHo 3MeHuenHs Yacy GUKOHaHHsA o0opaxynky SAD
3G pAXyHOK 3MEHUleHHsI MOYOK NOPIGHAHHS, OAs MPbOX 3ANPONOHOBAHUX WAOIOHIE NOPIGHAHHL —
HSAD(half SAD), TSAD(third SAD), DSAD(diagonal SAD). J/{ns obpanux wabaomie nposedeHo nopieHsIHHI
pe3yabmamie 00poOKu mecmogoi 8i0eo-nociio08HOCHI 3 Pe3yIbMamamu OMPUMaHUMu npu 0opoodyi sideo-
nocaioosnocmi knacuunum SAD. OcnosHy yeazy 6y10 npudiieHo oyiHyi HACMYNHUX NAPAMEMPIB. 8IOHOCHI
pisnuyi SAD, 30invuennio Kinbkocmi 6J10Ki6 KaHOudamis, nepexpumms OJ10Ki6 KaHOUOAmie.

Knrouosi cnosa: Cyma abcomomuux pisHUyb, KOMHEHCAYIs pYXy, MIdNCKAoposa pisHuys,
XapakmepHi MOUKU, CIMUCHEHHS 8i0e0-NOMOKY.

JAuopuBnbiii O.A.  T'ocyoapcmeennviil ynusepcumem menekommynuxayutl, Kuee

HNCITOJIb30BAHUE XAPAKTEPHbBIX TOYEK IS YMEHBIIEHUS BPEMEHU
BBIIIOJTHEHUSA PACYETA METPUK SAD IIPU CKATUU BUAEOIIOTOKA
METOJOM KOMIIEHCAIIUU IBUKEHUSA

Annomayua: Ha cecoonswunuii mpyono cebe npeocmagumov Guoeocucmemy, Komopas He
ucnonv3yem colcamue x00suec0 BUOeONOMoKa O Nepeoauu Ui XpAaHeHus, NOCKOIbKY HeCHCamblil
pasmep 8U0eoPaiinos Moxcem 00CMu2ams HeCKOIbKUX comen 2ueabaim. Cyuecmayem MHO20 PA3TUYHBIX
MEMOOUK Cocamusl 6UOCONOMOKA, KOMOPble UCHONL3YIOMC 8 PA3HBIX KOOEKAX, mem He MeHee 0OHOU U3
Haubonee HACMO UCHONL3YEeMbIX SGIAEMC MEeMOOUKA KOMNEHCAYUU OBUIICEHUS, KOMOpas NO360Jisiem
nepedagams KaoOpbl BUOCONOMOKA 8 6U0e CKOMNEHCUPOBAHHOU MENCKAOPOBOU pPAHUYbL, 3d Cuem
HAXO0JCOeHUsL BEKMOPO8 O0BUNCEeHU OMmMOenbHblX 010K08 usobpadxcenue. Hecmompsa wna mo, umo
BHIULEYNOMAHYIMYIO MEMOOUKY UCNOAb3YIOM 6 MeueHue NOCIeOHUx 08aoyamu iem, 6 Hell ocmaemcs 08a
nPOOIEMHO-NPUOPUMENMHBIX MeCMA — OYEeHKU CX00Cmea OI0KO8 U300padicenus u anzopumm nepebopa
on0xo8. Jlannas cmamvsi coCpedOmMOYeHA HA PACCMOMPEHUU NPOOIEMbL OYEHKU CXOOCMBA U300PANCEHUs C
Yenvblo COKPauleHUsi 6PeMeHU OYEHKU CX00CmBa O0K08, KOMOPAsi 8 COBPEMEHHBIX AN2OPUMMAX 3aHUMAem
om 40 0o 80% epemenu 8ce2o npoyecca KOOUPOBAHUs BUOCONOMOKA.

B cmamve paccmompeno ucnoavzosanue Mempux OYEHKU CX00CMEA U300pAdiceHutl u ux
BADICHOCIU OJIs1 NPOYECCa KOMNEHCAYUU O8UNCEHUsL NpU coicamuu sudeonomoka, maxkue kax SSD (cpeouee
Keaopamuueckoe omkaonenue) u SAD (cymma abcomomuvix paznuy). OQyenen 8pemMeHHOU BKIA0 MEMPUK 8
npoyecc KoOUposanust 8UOEONOMOKA, 8 0COOEHHOCMU 8 Npoyecc Komnencayuu osudicenus. Ilpeonodicen
aneopumm couemarowuti kiaccuveckuti SAD u oyenxy napamempog Ha 0OCHO8e XAPAKMEPHBIX MOYEK, YUMo
NO360IUM CHU3UMb 8PEMsL PACHema MempuKu Oas OyeHKu cxoocmea 010xos. Oyeneno ymenvuieHue
epemenu guinonnenus pacuema SAD 3a cuem ymenvuieHus mouex cpagHenus, 0 mpex npeoroNCeHHblX
wabnonos cpasnenus - HSAD (half SAD), TSAD (third SAD), DSAD (diagonal SAD). J{na uzbparnuvix
wabIoOHO8 NPOBEOeHO CPpAasHeHUe pe3yIbmamos 00paboOmKU Mecmosol BUOeonocie008amelbHOCMU C
Pe3YIbMamamu NOIYYEeHHbLIMU NPU 06pabomke 8udeo nociedosamenvrocmu kiaccuveckum SAD. Ocnosnoe
BHUMAHUE ObLIO YOENeHO OYeHKe CAe0VIOUUX Napamempos: OmHocumenvHol pasiuysl SAD, yeeruuenuio
Koauuecmsa 6710K08 KaHOUOAmos, nepekpvlmusi 610K08 KAHOUOAMOS.

Kntouesvie cnosa: Cymma abCOMIOMHLIX PA3HUY, KOMNEHCAYUS OBUICEHUS, MENCKAOPOB8as
PA3HUYA, XapakmepHble MOYKU, CoHcamue UOeonomoxd.

Introduction

Motion compensation in a video stream is a process of obtaining information about the
nature and parameters of the so-called "optical” two-dimensional movement of objects (in the plane
of the frame) by the available video information. The use of this information can significantly
increase the degree of compression of video compression algorithms and provides additional
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capabilities to video processing algorithms. The motion compensation module is an integral part of
almost all modern video codecs, video surveillance systems and the highest quality noise reduction
algorithms. Currently, the most popular is the block approach to motion compensation, in which
each frame is divided into equal size blocks (usually 16x16 pixels, although modern systems use
blocks of 32x32 and 64x64 pixels) and for each block is the search for the closest to it (in a certain
metric space) block of the same size in the previous frame [1]. Since the calculation of this metric
for two arbitrary blocks usually requires a number of operations of the order of the square of the
block size, the main task is to develop a strategy for finding the minimum of a given metric, which
would require a minimum number of calculations.

1. Description of initial data.

When calculating the results of the proposed algorithm, we will use 2 sets of data, with a
frame size of 1920x1080 pixels. The first data set will be two matrices of according size, with
randomly generated cell values in the range from 0 to 255, which corresponds to the dimension of
the color component for 8-bit format. The second set will be a video stream with a length of 1
second, frequency of 29.97 frames per second, in MPEG4 format (H264) and color format YUV 4:
2: 0, color depth - 8 bits. To get the best result of the illustrative evaluation we use a full search of
the area + 32x+ 32 pixels around the processed block, which will lead to 4096 calculations for each
of the selected metrics for the block (more than 8 thousand blocks per frame) and as a result of
metric calculations for 2 frames. The purpose of this article is to form a method for estimating the
similarity of images, which will optimize the speed of algorithmic calculations with minimal loss in
quality/truth of the information of the processed images.

2. Algorithm for the sum of absolute differences.

SAD is an extremely fast indicator due to its simplicity. In essence, this is the simplest of the
possible metrics and is calculated by taking the absolute difference between each pixel in the input
macroblock and the corresponding pixel in the block used for comparison. These differences are
summed to create a simple block similarity metric. One of the main advantages of the SAD metric
in addition to the speed of the addition operation is the easy process of parallelization, because each
pixel is processed separately, which allows you to implement an algorithm with system instructions
such as ARM NEON or x86 SSE2. Nevertheless, the calculation of SAD for video sequence frames
can take from 40 to 80% of the total coding time of the video stream. The accuracy of the SAD
algorithm is usually insufficient to form the correct motion vectors, and in most cases, after finding
the candidate blocks, the final choice of the block is made using other, slower, but more accurate
indicators that better take into account human perception, such as absolute converted differences
(SATD), sum of squares differences (SSD) and Rate-distortion optimization (RDO) [2].

To calculate the SAD for two frames A and B, we can write the following formula:

SAD(A.B) = [a, b (1)

where 4={a,,..a,} and B={b,,..b,} - two sets of pixel data corresponding to frames. When

compressing a video stream, the sum of the absolute differences is most often calculated for
macroblocks of 16 by 16 pixels. Then from the obtained SAD, within some deviation, a set of
candidate vectors is formed, which is further processed by one of the slower methods.

One way to reduce the number of operations, and as a consequence of the execution time of
the algorithm is to use templates for comparison or so-called comparison of characteristic points.
During this process, instead of taking the difference between each pixel of the current macroblock
and the corresponding pixel from the macroblock of the reference frame, a template is selected
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according to which part of the pixels will be ignored. Given that the image is essentially a matrix,
the size of which coincides with the expansion of the image and the input macroblock is a matrix of
16x16, you can link the template to the visual image of the matrix. The templates used in the
calculation of the SAD algorithm are presented in Fig.1. where the pixels of the macroblock to be
searched are marked in black.
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Fig.1. SAD execution templates, a) full search, b) search on the main diagonals and edge points,
c) "chess" search (search of every second pixel) c) search of every third pixel

For convenience of the description of the chosen templates we will mark them as follows.
full search - full SAD (FSAD), “"chess" search - half SAD (HSAD), diagonal - diagonal SAD
(DSAD), search every third pixel - third SAD (TSAD).

The reduction in the number of operations and as a consequence of the reduction of the
calculation time for the selected templates are presented in table 1.

Table 1
Decrease the number of operations for the selected search patterns.
HSAD DSAD TSAD
Operations number 128 88 86
Decrease in operations number relative to FSAD 128 168 170
%reduction in operations number relative to FSAD 50 65.6 66.4

As can be seen from the table due to the usage of comparison templates, we obtained a
significant reduction in the number of operations and as a consequence reduction of the algorithm
execution time, which even when operations are paralleled can reach a similar gain in time. This
raises the question of how much, reduction in the number of result points will affect the accuracy of
the selection of candidate blocks. To begin with, we will evaluate randomly generated data (it
should be noted that randomly generated data is not subject to effective compression, but for us the
main goal is to show the effectiveness of finding similar blocks). To do this, run an algorithm for
selecting candidate vectors on a matrix of 1920x1080 with a search area of 64 pixels, for all four
search templates, then compare the results obtained using FSAD with each of the 3 templates, and
determine the relative difference of absolute differences. The results of calculations for two
matrices with a search area of + 32x £ 32 pixels can be seen in Fig.2.

From the table 2 we can conclude that the DSAD template with more control points than
TSAD shows a worse result due to the relatively low distribution density of control points in the
middle of the matrix and the relative simplicity of the uniqueness of the pattern. TSAD with a
smaller number shows better results because the diagonal arrangement allows you to more
accurately adjust to random matches of pixel values.
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HSAD ==——DSAD

Fig.2. Distribution of values of relative difference between FSAD and the offered
comparison templates

Table 2

Values of average and maximum relative deviations for the selected comparison templates,
for the calculation of random data

HSAD DSAD TSAD

Maximum relative deviation 0,111 0,209 0,129

Mean relative deviation 0,053 0,098 0,076

Now consider a real set of video stream data with the characteristics described above. Fig. 3
shows the first two frames of the processed video stream.

Fig.3. The first 2 frames of the processed video stream

As a result, we obtain a completely different picture of the values of the relative deviation of
the sum of the absolute differences (Table 3).

In what follows, we will immediately reject the use of the DSAD template due to its
relatively high deviation in the sum of absolute differences, with the same reduction in the number
of operations compared to TSAD, which is associated with large void areas (areas not taken to
calculate pixels).
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Table 3
Values of average and maximum relative deviations for the selected comparison templates,
for the calculation of real data

HSAD DSAD TSAD
Maximum relative deviation 0,048 0,112 0,052
Mean relative deviation 0,025 0,063 0,028

When calculating real data, another important indicator of the effectiveness of the chosen
algorithm for estimating the similarity of blocks is the number of candidate blocks for each block.
Moreover, this number is usually the largest in the homogeneous areas of the frame, which remain
unchanged when changing the frame. For the selected video sequence, the number of candidate
blocks for immutable areas when using the SAD algorithm can reach several tens (for the test video
sequence, the maximum number of such blocks reached 14 - due to the low entropy of the image).
However, to calculate such areas in practice, you can take any of the blocks of candidates, as their
SAD will be equal to 0, or quite close to it. That is, we are interested in those blocks for which SAD
will be greater than some value, if neglected, we will not have a visual change in the image that can
be caught by the human eye [3].

As for the blocks that interest us the most, these are the blocks in which there is an inter
frame difference. The absolute uncompensated difference of the first two frames of the video
sequence (Fig.4).

Fig.4. Absolute uncompensated difference of the first two frames of the video sequence

In the part of the image with the inter frame difference, we will select an area of 10x10
blocks (160x160 pixels) in the second frame of our video sequence (the beginning of the area at
point T (576, 512), the results of FSAD, HSAD and TSAD calculation which we will evaluate to
obtain information on the number of candidate vectors (Fig. 5).

So the distribution of the number of candidate blocks of size 16x16, for the selected SAD
algorithms are presented in Fig. 6.

As we can see from Fig.6 the use of HSAD and TSAD has led to an increase in the number
of candidate blocks for the wanted blocks, due to which the refinement time of candidate blocks
may increase. Also important to us are the points where SAD gives more candidate vectors than
TSAD does.
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Fig.5. Test area for evaluating the work of the proposed algorithms
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Fig. 6. The number of candidate vectors for 100 blocks in the middle of the calculation area

This result can have two consequences:

1. Reducing the number of blocks of candidates due to the uniqueness of the pattern
(selection of the best possible options due to the exact match of pixels).

2. Reducing the number of candidate blocks by skipping blocks in which the SAD value fits
under the defined and is best for a particular block.

As a consequence of reducing the number of candidate blocks, it is advisable to count the
overlap of the received candidate blocks obtained using TSAD and HSAD, relative to those
received by SAD and the average number of candidate blocks for each template for the selected
area and the whole image (Table 4):

Table 4
General characteristics of the number and overlap of candidate blocks
SAD | HSAD TSAD

The average number of candidate blocks for the calculationarea | 1,83 | 3,21 3,43
The average number of candidate blocks for the entire image 14.31 | 16,99 17,67
Overlap of blocks obtained by SAD and the selected algorithm 97,92% | 97,14%

for the calculation area

As can be seen from the table, for the calculation area the number of candidate vectors
increased by 43% for HSAD and 47% for TSAD for the selected area, or 15.8% and 19.9% for the
entire search area (the decrease in the average number of blocks across the area is due to in some
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cases, the proposed algorithms show the best selective search due to the uniqueness of the pattern,
for areas where the number of blocks of candidates is growing), which can lead to a corresponding
increase in time at the stage of refining blocks, which takes 5-15% of video stream encoding time.
However, the gain in time still remains quite noticeable, estimates of the execution time of the full
algorithm for determining the blocks of candidates will be given below.

Another consequence of the use of HSAD and TSAD algorithms is the loss of 2.08% and
2.86% of candidate blocks obtained through the use of SAD, however, since SAD itself does not
give a perfect match of the blocks, we can ignore the error of this level. It is also worth noting that
the greatest loss of candidate blocks will take place in areas with minimum entropy, while raise of
block candidates count will take place in areas with maximum entropy - on the border of objects
and a sharp transition of color [4]. This can cause artifacts to appear on the boundaries of objects
such as blurring or border distortion. Another consequence of using selected comparison templates
may be a change in image brightness.

Conclusion

The algorithms proposed in the article allow to reduce the time for calculating the metric
similarity of SAD images, through the use of comparison templates through characteristic points.
Reducing the number of points for calculating SAD by 50% leads to an increase in the number of
vectors of candidates in the area with an inter frame difference of 43% and overlap of 97.92%,
reducing the number of calculation points by 66.4% - increasing the number of candidate blocks is
47% with overlapping 97.14 %. From the above results we can conclude. what is more promising is
usage of the TSAD template. The main disadvantages of using this template are the loss of some
data and increase in block candidates count, which can lead to the appearance of artifacts and
complicate the process of refining the required blocks among the blocks of candidates. It is worth
noting that the loss of candidate blocks will be more acute in homogeneous areas, while the increase
in the number of blocks at the boundaries of objects, so it is worth considering the algorithms for
selecting edges as a supplement to the metrics of refining blocks.
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