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Abstract: This article examines the modern banking sector in the context of its transformation
through the integration of machine learning (ML). This process has become crucial for identifying
new avenues for the optimization and automation of financial transactions. In the initial research
phase, a deep analysis of existing decision-making methodologies in banks was conducted, focusing
on their role in current conditions and the potential to replace human involvement with algorithms.
The evaluation and calculation of ML model efficiency revealed certain challenges, such as
overfitting and a lack of transparency, but also highlighted significant advantages over traditional
systems.

When selecting tools for the implementation and deployment of ML, a need for specialized
tools tailored for the banking sector was identified, considering the specific nuances of this market.
Defined efficiency-enhancing directions include developing new regularization methods, improving
cross-validation techniques, and advancing explainable Al.

The study also emphasized the ethical concerns arising from ML implementation. Notably,
primary attention was given to ensuring user data confidentiality and reducing algorithmic bias.

Based on the research results, a conclusion about the immense potential of machine learning in
the banking sector was drawn. While certain challenges exist, the right approach can lead to the
creation of more efficient, secure, and transparent systems, enhancing client trust.
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3ACTOCYBAHHA METOAIB MAIIIMHHOI'O HABYAHHSA Y BAHKIBCBKOMY
CEKTOPI IJ1s NIABAUIIEHHA EGEKTUBHOCTI NPUMHSATTSA PINIEHD

Anoranis: B crarTi po3risHyTHH CcydacHUB OaHKIBCBKUH CEKTOpP Y KOHTEKCTI HOro
Tpanchopmarrii yepe3 inTerpamiro mMamuaHoro HaB4daHHs (ML). Lleit mporec cTtaB KiIHO4OBUM IS
BH3HA4YEHHS HOBHX IUISAXIB ONTHMI3allii Ta aBToMaTu3alii pinaHcoBUX onepailiil. Ha nepmomy erami
JOCTIIKEHHS IPOBEACHO IITMO0KUI aHalli3 ICHYIOYMX METOANK MPUNUHATTS pillleHb B OaHKaX, IXHbOI
poJi B Cy4acHHX YMOBaxX Ta MOXKJIHMBOCTI 3aMiHM JIIOJCHKOI y4acTi Ha anroputmu. OIliHKa Ta
PO3paxyHOK TOKa3HUKIB NpoAykTuBHOCTI ML Mopnenel BusSBUIM Jesiki IpoOiieMu, Taki SK
NepeHaBYaHHs Ta BIJACYTHICTh MPO30pPOCTi, ajle TaKOXX BKa3aJud Ha 3HAYHI IEpeBaru Iepen
TPaTUIITHIMHA CHCTEMaMH.

ITpu BuOoOpi TuMiB 3aco0iB It 3abe3neueHHs 1 peamizauii ML, Oyno BusBIeHO moTpedy B
po3po0b1i criemniagi3oBaHUX 1HCTPYMEHTIB s OaHKIBCHKOI cdepH, sIKi BpaXOBYIOTh OCOOIMBOCTI
IbOTO PUHKY. BU3HaueHi HampsiMKamMM MiJBUIIEHHS €(pEeKTHBHOCTI BKJIIOYAIOTh PO3POOKY HOBHX
METOMAIB  peryispu3ailii, BJIOCKOHAJIEHHS TEXHIK TepexpecHoi Bajijmamii Ta PO3BUTOK
nosicHoBanbHOro III.

© Fairushyn R. 2023
76



ISSN 2412-4338  TenexomyHnikamiiini Ta indopmaniiini Texnosorii. 2023. Ne 2 (79)

JlociKeHHST TaKOX aKIEHTYBAJIO yBary Ha €THYHHUX MUTAHHSX, SKi BUHUKAIOTH Y 3B'SI3KY 3
BrpoBapkeHHs M ML. [lpuuomy, ronoBHa yBara mnpuaifieHa 3a0e3nedeHHI0 KOH(DiIeHIIHHOCTI
KOPHUCTYBALbKUX JaHUX Ta 3HIKCHHIO PiBHS YIEPEPKEHOCTI B alITOPUTMAX.

3a pe3yibTaTaMH JOCTIKEHb 3pO0JIEHO BUCHOBOK PO BEITUYE3HUN MOTEHIIa] MAIIMHHOTO
HaBYaHHS B OaHKIBCBKOMY CEKTOpi. XOdYa ICHYIOTh IE€BHI BUKIWKH, MPABWIBHUN MIiAX1T MOXE
JOMIOMOTTH CTBOPHUTH OinbII e(eKTHBHI, O€3MeyHi Ta MPO30pi CUCTEMHM, SKi MiJBUINATH JOBIPY
KJII€HTIB.

KiarwouoBi cioBa: MammHHe HaBYaHHSA, OaHKIBCBKHM CEKTOp, MPUUAHATTS pillICHb,
MOSICHIOBAHICTh, KOH(M1ICHIIMHICTh TaHUX, YIEPEIHKCHICTh, ayJIuT, €TUYHI TPAKTUKH, CXBAJICHHS
MO3HK.

Introduction. As we step further into the digital age, the banking sector continues to harness
the power of machine learning to elevate its decision-making process to new heights of precision and
efficiency. Machine learning, a significant pillar of artificial intelligence, leverages data-driven
methodologies to enhance performance, sidestepping the need for explicit programming. The
application of machine learning within the financial technology space has already yielded successful
results in various sectors, including, but not limited to, credit risk management, portfolio
management, automatic trading, and fraud detection.

However, navigating the banking landscape with machine learning is not without its
challenges. The sheer volume and complexity of available data pose considerable hurdles. Moreover,
ensuring the relevant and valuable extraction of information from this data pool necessitates the
careful and effective application of machine learning methodologies.

A key area where the potency of machine learning can be fully realized is credit risk
management. Predicting a client's creditworthiness, particularly credit card holders, has long been a
significant challenge in the field. This challenge is heightened by the fact that it often requires the use
of vast and complex real-world datasets.

To circumnavigate these difficulties, scholars and industry professionals alike have delved
into exploring various machine-learning techniques. The techniques span the spectrum from k-nearest
neighbors, decision trees, and boosting, to more complex methodologies like support vector machines
and neural networks. By employing these techniques on the large datasets collated from banking
institutions, decision-makers are able to gain deeper insights and thus, make more informed and
accurate credit risk assessments.

Empirical comparisons based on validation curves have shown that certain techniques, such
as decision trees, stand out in their performance. However, each method has its own unique strengths
and potential applications, suggesting that a holistic approach, which leverages multiple technigues,
could provide even greater accuracy and insight. Therefore, it is essential to conduct a thorough
evaluation and comparison of these machine-learning techniques to understand their potential and
limitations in the context of credit risk management in the banking sector.

Comparison of Existing Loan Decision-Making Systems Based on Machine Learning
Methods

Traditionally, the loan approval process in banks involved human judgment, which was often
error-prone and inconsistent. With the advent of ML, banks have significantly improved this process,
making it more accurate and efficient. Several ML methods are used today, including Decision Trees,
Random Forests, Support Vector Machines (SVM), and Neural Networks. Let's take a deeper look at
these methods.

Before comparing various loan decision-making systems based on machine learning methods,
let's establish common ground by introducing a dataset to facilitate our discussions. Consider the
following simplified dataset with five features (predictor variables) and one binary outcome (target
variable):
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Customer | Credit | Annual Years of | Number of | Number of | Loan
ID Score Income Credit Open Defaults Approved
History Accounts (Y/N)
1 750 $80,000 |10 5 0 Y
2 670 $45,000 |5 3 1 N
3 720 $95,000 |7 4 0 Y
4 640 $60,000 |12 2 2 N
5 680 $70,000 |6 7 0 Y
6 610 $40,000 |4 6 3 N
7 730 $85,000 |11 5 0 Y
8 660 $55,000 |8 4 1 N
9 710 $75,000 |9 6 0 Y
10 630 $50,000 |5 3 2 N
In this dataset, the features include:
o "Customer ID" as the unique identifier for each customer.
o "Credit Score" represents the customer's credit rating.
o "Annual Income" indicates the customer's annual income.
o "Years of Credit History" is the customer's credit history duration.
o "Number of Open Accounts™ showing the number of currently open accounts of the
customer.
o "Number of Defaults" states the number of customer defaults on loans.

The target variable, “Loan Approved (Y/N),” shows whether a loan has been approved.

We will apply Machine Learning methods, including Decision Trees, Random Forests,
Support Vector Machines (SVM), and Neural Networks on this dataset to predict the outcome of loan
approval. By comparing the performances of these algorithms on the same dataset, we can provide a
fair assessment of their effectiveness in the context of loan decision-making systems.

Decision Trees and Random Forests

The loan approval process has been a cornerstone of banking activities for decades.
Traditionally, this process was highly reliant on human expertise and judgment. Loan officers,
equipped with knowledge and experience, would assess the creditworthiness of a potential borrower
by evaluating various factors such as income, employment history, credit score, existing debts, and
more.

While human judgment added a personal touch to the process, it could have been more
consistent due to the subjective nature of decision-making. Additionally, human errors were not
uncommon, given the large amount of data that needed to be processed and analyzed. The manual
process was time-consuming and often needed to catch up with the increasing volume of loan
applications. Furthermore, due to financial data's inherent complexities and variability, identifying
patterns and correlations took time, making the risk assessment less reliable.

The advent of Machine Learning (ML) has ushered in a new era in the banking industry,
promising significant enhancements to the traditional loan approval process. With its ability to learn
from data, make predictions, and improve over time without being explicitly programmed, ML is
ideally suited to handle complex tasks like loan approval.
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Several ML methods have been applied to streamline the loan approval process, each with
strengths and characteristics.

Decision Trees: Decision Trees are a type of ML algorithm that operates by creating a model
of decisions based on actual data. In the context of loan approval, a Decision Tree might look at an
applicant's income, credit score, employment history, and other relevant factors, making decisions at
each node of the tree until it arrives at a final decision. This method is transparent and easy to
understand, but can sometimes lead to oversimplified decisions.

salary is at least $50,0007

no "es

communte less than 1 hour?

no

provides parental leave?

decline accept

Fig. 1. lllustration of the decision tree.
Decision Trees make decisions by splitting the data based on feature values. They use a set of

rules that can be visualized in a tree structure to make decisions.
Here's a simplified example of how a decision tree could be structured based on our dataset:

lted before (Number of Defaults

4. Are the Number of Open Accounts

Yes: Loan 1 denied.

No: Loar approved,

Random Forests: Random Forests are an extension of Decision Trees. They operate by
creating a multitude of decision trees and outputting the class that is the mode of the classes of
individual trees. By averaging out the decisions of many different trees, Random Forests tend to be
more accurate and less prone to overfitting than individual Decision Trees.

79



ISSN 2412-4338  TenexomyHikamiiini Ta indopmaniitni Texnosorii. 2023. Ne 2 (79)

’ Tree 1 I Tree 2 Tree 3
Fruit Box Fruit Box Fruit Box

Is diameter >=2 Is Color = Red Isdiameter=1

False ' True True False True 7 False

Cherry Apple or Orange Apple and Orange Cherry Apple and Orange

Cherry
Is color ORANGE? Is shape == CIRCLE? Groups in SUMMER?
False : . True False ./ S True False : True
Apple Oranges Apple Cherry Apple Orange
Orange Cherry Orange
|
|
Orange

Fig. 2. lllustration of the Random Forests.

A Random Forest is a collection of Decision Trees that have been trained on different subsets
of the data. Each tree in the forest makes its own decision, and the final decision is made by taking a
majority vote on the decisions made by all the trees in the forest.

While creating each decision tree, the Random Forest algorithm only considers a random
subset of the features at each split in the learning process, which helps increase the diversity of the
trees and reduces the likelihood of overfitting.

Here's a simplified example of how Random Forest might make a loan decision based on our
dataset. Let's assume we are working with a Random Forest comprising three Decision Trees. Note
that real-world applications often involve hundreds or thousands of trees and far more complex
decision-making processes.

Decision Tree 1 (Based on Credit Score, Annual Income)

come

approved.

genied

Decision Tree 2 (Based on Years of Credit History, Number of Defaults)
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denied.

approved.

Decision Tree 3 (Based on Number of Open Accounts, Credit Score)

o
20

1. Are the Number of Open Accounts
Yes: Go to 2.

approved.

approved.

denied.

For a customer with a credit score of 750, an annual income of $80,000, 10 years of credit
history, no defaults, and 5 open accounts:

o Decision Tree 1 would approve the loan (credit score is >= 700, income is >= $60,000).
o Decision Tree 2 would approve the loan (credit history is > 7 years, no defaults).
o Decision Tree 3 would approve the loan (number of open accounts <= 5).

Since all trees vote "yes", the final decision of the Random Forest is to approve the loan.
For a customer with a credit score of 640, an annual income of $45,000, 5 years of credit
history, 1 default, and 3 open accounts:

o Decision Tree 1 would deny the loan (credit score is < 700).
o Decision Tree 2 would deny the loan (credit history is <= 7 years).
o Decision Tree 3 would approve the loan (number of open accounts <= 5).

In this case, the majority of trees vote "no", so the final decision of the Random Forest is to
deny the loan.

This is a highly simplified example. The strength of the Random Forest model lies in its ability
to consider a wide variety of paths and outcomes, thereby providing a more robust and accurate
decision overall. It's also more resilient to overfitting than a single decision tree.

Support Vector Machines (SVM): SVMs are powerful supervised learning models for
classification and regression analysis. They work by finding a hyperplane in a multi-dimensional
space that distinctly classifies the data points. In the context of loan approval, SVM could be used to
classify whether a loan application should be approved or denied based on several factors.
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Fig. 3. lllustration of the SVM.

Support Vector Machines (SVM) work fundamentally differently than Decision Trees and
Random Forests. SVMs are typically used for classification problems, like our loan approval process.
They work by finding the hyperplane (in 2-dimensional space, it's simply a line) that best divides the
data into the respective classes while maximizing the margin (distance) between the closest points
(support vectors) and the hyperplane.

Before running an SVM, data preprocessing is crucial, as SVMs are sensitive to the scale of
the data. We would need to normalize or standardize our numerical data, such as Credit Score, Annual
Income, etc.

Since SVMs' decision-making process isn't as easily visualized as decision trees, let's illustrate
the concept in a simplified 2-dimensional example with only two features: Credit Score and Annual
Income. In reality, SVMs can handle multi-dimensional data, considering all features in our dataset
simultaneously.

Suppose we plot 'Credit Score' on the x-axis and 'Annual Income’ on the y-axis. Our goal
would be to find a line that separates customers who were approved for a loan from those who were
not, in such a way that the line is as far away as possible from the nearest points of each class.

After training the SVM with our data, we find such a line. To make a prediction for a new
customer, we need to plot this customer's features (Credit Score and Annual Income) on our graph
and see which side of the line they fall on.

For example, a new customer with a high credit score and annual income would likely fall on
the side of the line corresponding to "Loan Approved"”. Conversely, a customer with a low credit
score and low annual income would fall on the "Loan Denied" side.

Remember that this is an overly simplified version of how SVMs work, especially considering
the SVM's powerful ability to use kernel tricks to handle non-linearly separable data. However, the
general idea of drawing a boundary (in higher dimensions, it's a hyperplane) and categorizing new
points based on which side they fall on remains the same.

Neural Networks: Neural Networks are among the most complex and powerful ML models.
They are designed to simulate the way a human brain works and are particularly good at recognizing
patterns in large, complex datasets. In loan approval, a neural network would be trained on past data
and then used to predict whether new loan applications are likely to default.
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Fig. 4. lllustration of a neural network with four layers.

Neural Networks, specifically for this binary classification task we'd likely use a type of
network known as a feed-forward network, which is a machine learning model inspired by the human
brain. They consist of interconnected nodes (or "neurons™) arranged in layers: an input layer, one or
more hidden layers, and an output layer.

Let's use an overly simplified neural network example to illustrate how it could be used to
decide whether to approve or deny a loan based on our dataset.

A typical neural network could have the following input layer with one node for each feature:

o Credit Score,

Annual Income,

Years of Credit History,
Number of Open Accounts,
Number of Defaults.

One hidden layer with a number of neurons (this number can vary widely and would be
determined during the model design and training process). An output layer with a single node
representing the loan' is approved.

When a new loan application comes in, the values of each feature are fed into the
corresponding input nodes. These values are then passed through the network, multiplied by weights
( learned during the training phase), and an activation function is applied to each neuron until they
reach the output layer.

The output layer will provide a value between 0 and 1, representing the probability of the
approved loan. For binary classification tasks, if the output is greater than or equal to 0.5, we will
approve the loan, and if it's less than 0.5, we will deny the loan.

Let's keep in mind that this is a very simplified example. Real-world neural networks often
contain many hidden layers (creating a "deep" network), features, and complexities. The actual
process of training a neural network involves techniques like backpropagation and gradient descent,
and the network's design and the choice of activation functions can significantly impact the network's
performance.

As with all machine learning models, it's important to evaluate a neural network's performance
using a separate test set or cross-validation to ensure that it generalizes well to unseen data.
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Disadvantages of Existing Decision-Making Systems in the Banking Sector Based on
Machine Learning Methods

Despite the significant benefits and improvements brought by ML in the banking sector, these
systems also have their share of drawbacks.

Overfitting: Overfitting is a common problem in ML, where the model performs well on the
training data but poorly on unseen data. This happens when the model learns the noise and the data's
underlying pattern.

Explainability : ML models, particularly complex ones like neural networks, are often
referred to as "black boxes" due to their lack of interpretability. This can be problematic in a banking
context, where decisions need to be explained to customers.

Data Privacy: ML models require large volumes of data, which raises concerns about data
privacy. Ensuring customer data is secure and used appropriately is a major challenge for banks using
ML.

Bias: If the data used to train the ML model is biased, the decisions made by the model will
also be biased. This can lead to unfair loan decisions, disproportionately affecting certain groups of
customers.

Table 1 provides a summary of the main disadvantages of these systems.

Disadvantage Description

Overfitting The model learns the noise in the training data,
leading to poor performance on unseen data.

Explainability ML models, especially complex ones, need
more transparency and are difficult to interpret.

Data Privacy Collecting and using large volumes of customer
data raises privacy concerns.

Bias If the training data is biased, the model's
decisions will also be biased.

Conclusion. Machine Learning (ML) has unquestionably emerged as a transformative force
in the banking sector, offering significant enhancements to decision-making processes, particularly
those involved in loan approval. The introduction of ML has led to a paradigm shift, transitioning
from traditional human-dependent mechanisms to more objective, efficient, and consistent ML-
powered systems. These systems, equipped with techniques like Decision Trees, Random Forests,
Support Vector Machines (SVM), and Neural Networks, have impressive performance in processing
vast volumes of data and making accurate predictions.

However, acknowledging the positive impacts of ML does not equate to ignoring its
limitations. While ML brings numerous benefits, it also presents several challenges that must be
confronted and resolved. Overfitting, lack of explainability , data privacy concerns, and potential
biases are some of the key disadvantages associated with ML-based decision-making systems.

Although a widespread problem in ML, overfitting can be mitigated with appropriate
techniques such as regularization and cross-validation. The 'black box' issue, a critical challenge
associated with complex ML models, calls for the development of interpretable and explainable Al.
Data privacy concerns necessitate stringent data protection measures and ethical guidelines to ensure
the responsible use of customer data. Bias in ML models underlines the need for rigorous fairness
auditing of these models, ensuring that they do not perpetuate existing societal biases.

In an era where technology is evolving at an unprecedented rate, the future of ML in banking
appears promising. The ongoing advancements suggest that these challenges are manageable but are
the stepping stones towards the next generation of more robust, fair, and transparent ML systems.
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It's clear that despite its limitations, ML will continue to play an integral role in shaping the
future of the banking industry. As we continue to embrace these technologies, it's critical to balance
leveraging their potential and ensuring ethical, fair, and transparent practices. With such an approach,
the banking sector can continue to harness the power of ML, enhancing efficiency and accuracy in
decision-making while maintaining the trust and confidence of customers.
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