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POLICING AND SHAPING OF DATA FLOWS AND CONTROL
OVERLOAD IN SPECIALISED COMPUTER NETWORKS

Chang Shu. Policing and shaping of data flows and control overload in specialised computer
networks. The problems of quality of service in the aeronautical computer networks with mobile nodes
are researched. The method of control of networks based on partitioned estimation and control as unified
framework for adaptive real-time systems is developed. Considering of delays of control data and
compensating of delays due to prediction of traffic parameters in advance we decrease negative impact of
these delays. The results of calculations of improvement of network performance are represented. The
numerical simulation results presented have shown the effectiveness of the proposed predictive feedback
control law. It was found that processes with larger Hurst parameter have better prediction
performance. This result is expectable in considering long-range dependence of self-similar traffic
characteristics. Proposed procedure of traffic shaping is rather simple and efficient. The results of
calculations of improvement of network performance are represented.
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Yanr Illy. PerynoBannss i ¢opmyBanHsi Tpagiky i KepyBaHHS NepeBAHTAXKEHHSIMH B
cremiagi3oBaHUX KOMI'IOTEPHUX Mepexkax. JlocmimkeHo mpoOaeMHu SKOCTI OOCIyroByBaHHS B
aBiallifHUX KOMITIOTEPHUX Mepexkax 3 MOOIJTbHAMH By3JlaMH. PO3p0o0eHO METO YIIpaBTiHHSA MEpeKaMu
Ha OCHOBI PO3/IICHH OI[IHKH 1 YIPABJIiHHS B SKOCTI €IMHOI OCHOBH JUIS CUCTEM aJalTUBHOI'O PEaIbHOTO
gacy. 3 OmIAay Ha 3aTPUMKH JaHUX KOHTPOJIK Ta KOMIICHCAIll 3aTPUMOK dYepe3 MependaucHHs
napameTpiB Tpadiky MU 3a3[ajeriip 3MEHIIYEMO HEraTHBHUI BIUIMB IMX 3aTpUMOK. [IpencraBieHi
Pe3yNbTaTH pO3pPaxyHKIB MMiBUIEHHS MPOJYKTUBHOCTI MEPEXKI.

Knwuosei cnoea: KomIT'loTepHa Mepeka, IIepEBaHTaXKEHHsS, MOOLIBHUIA  BYy30l,  SIKICTh
00CITyrOByBaHHsI, CHCTEMa PEaJbHOTO Yacy, IPOJYKTHBHICTh MEpPEXKi, KOMIIEHCAIlisl 3aTPUMOK, ITapaMeTp
Xepcra, nependoadeHHs mapamerTpiB Tpadiky

Yaur Iy. PeryaupoBanme u ¢QopmupoBanue Tpaduka M yIpaBjeHHe Neperpy3kamMm B
CHEeUATH3NPOBAHHBIX KOMIBIOTEPHBIX ceTsIX. VccinenoBaHsl nMpoOieMbl KayecTBa OOCITY)KUBaHHUS B
aBUAIIMOHHBIX KOMIIBIOTEPHBIX CETAX C MOOWIBHBIMH Yy3iaMu. Pa3paboraH MeTon pasieieHHOro
YIIpaBJIEHUs] CETSIMH Ha OCHOBE OIIEHKM U YIIPaBJIEHHs B KauyecTBE €AMHOM OCHOBBI Ui aJalTUBHBIX
CUCTEeM peanbHOro BpeMeHu. C ydeToM 3a/iepKeK JaHHBIX YIPABJICHUS U KOMIICHCAIUH 3a/IepXKeK ITyTeM
Npe/ICKa3aHus TMapaMeTpoB TpaduKka Mbl YMEHbIIAEM HETaTUBHOE BIMSHHE OTHX 3aJepKeK.
[IpencraBieHsl pe3yabTaThl PACYETOB MOBBIIICHUS IPOU3BOAUTEIEHOCTH CETH.

Kniouesvle cnoga: XOMIIBIOTEpHAS CETh, NEperpy3ka, MOOWIBHBIM y3€l, KauyeCcTBO OOCITY)KHBaHMUI,
CHCTEMa pEeaIbHOI0 BPEMEHH, NMPOU3BOAUTENBHOCTh CETH, KOMIIEHCAlUs 3aJEpiKeK, MmapaMmerp Xepcra,
npeacKa3aHue napaMeTpoB Tpaduka

I. Introduction

Aeronautical computer network with mobile nodes has such specific features. First of all, it is
the system of critical application, which is characterised by great spread in values of necessary
calculating resources for optimum and extreme cases. All computer services must be represented in
real time-scale under any conditions of implementation. Besides, it is complex system having huge
number of networking and terminal equipment with large range of parameters, application
interfaces and protocols. It’s clear that capacity, quality of service (QoS), reliability and other
characteristics of network in general are limited by corresponding characteristics of the most poor
chain link. At last, the requirements to QoS, especially to reliability of data transfer, have to be very
high since aviation safety depends from unbreakable work of communications directly.

I1. Problem statement
A number of different control mechanisms have been proposed to solve these problems.
Algorithms of traffic policing and shaping such as leaky and token buckets [5] are ones of the
methods widely used in the network access control field and they can dynamically allocate
bandwidth and efficiently minimize packet losses. Additionally, different control strategies were
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proposed to manage traffic flow into the backbone network. The results showed that the feedback
control laws can improve network performance by improving throughput, reducing packet losses,
and relaxing congestion. On the other hand, in [1], it was observed that the system performance was
highly degraded in the presence of feedback delay (arising from communications). Due to the time
delay, what we capture in real time is the lagged or delayed traffic information. Control based on
delayed information leads to excessive degradation of network performance. Thus, in practice, its
impact cannot be ignored and must be taken into consideration and compensated for.

Traffic prediction methods have been widely used in network management. By use of
prediction techniques, that is, forecasting the future behaviour of the traffic, one can effectively
prevent traffic jams, traffic congestion, and network crashes. Inspired by these ideas, we have
applied prediction techniques [2,3] to solve the problems encountered in [1].

For this purpose, we propose a real-time feedback control mechanism based on the predicted
state and traffic. The traffic and state information are predicted for different values of prediction
times based on their past history (the traffic history measured online). An accurate prediction for the
future traffic and state (short-term prediction) is able to provide better control compensating for
time delay. Thus the impact of time delay can be minimized and the system performance improved.

In this work an online predictor based on the principle of the least mean square error (LMSE) is
developed. As a result of traffic prediction, the system performance degradation due to delay is
reduced by use of proper control actions. According to our results, it is possible to optimise the
system performance and minimize the cost function by implementing the new method.

In order to understand and solve the performance-related problems in computer communication
network, it is critical to build a dynamic model of the information flow through the system (Fig.1).
Further, the basic statistical properties of measured trace data must be known.
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Fig. 1. General model of network traffic. P; — packet size (bytes).

A recent study [5] shows that network traffic has self-similarity characteristics and long-range
dependence. Self-similarity means that a certain property of traffic behaviour is preserved over
space and/or time scales, and long-range dependence is said to exhibit long-term correlations which
decay at rates slower than exponential ones. On the other hand, the correlation functions of
traditional traffic models decay exponentially or faster. In this paper, a general model is constructed
to simulate the incoming traffic illustrated in Fig. 1, which is similar to those in [6].

To simulate a network, we construct a mathematical model comprised of N individual users
(traffic streams), served by N corresponding, all of which are coupled to a multiplexor connected to
an outgoing link having (bandwidth) capacity C.

Unlike traditional algorithms of traffic shaping we propose Adaptation to the change of length
and instantaneous intensity of entering packets can be carried out as follows:

- by changing length of token at permanent length of guard interval;

- by changing length of protective interval at permanent length of token;
- by changing size of "yellow range" [5];

- by changing size of data and token buffer memory.

Each token bucket implements its algorithm to police the arriving packet. The nonconforming
traffic streams are dropped while all the conforming traffic are multiplexed and queued up for
entering the multiplexor. As a matter of fact, not all conforming traffic from token buckets will be
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accepted because of the size limitation of the multiplexor (buffer size Q) and the link capacity
(speed) of the accessing node. If the sum of these traffics exceeds the multiplexor size, some part of
the conforming traffic maybe dropped. The discarded traffic is defined as the traffic loss at the
multiplexor L(#).

For traffic shaping, a token bucket permits burstiness but bounds it. It guarantees that the
burstiness is bounded so that the flow will never send faster than the token bucket’s capacity,
divided by the time interval, plus the established rate at which tokens are placed in the token bucket.

See the following formula: S C,/T. +E., where C, is token bucket capacity in bits, and

flmax =
E is established rate in bps, and Sﬂmax is maximum flow speed in bps.

In general, the traffic loss at the token buckets during the k; time interval is given by

N N

L(t,)= Zri(tk): Z[K (t,)-g,(t, )], where V(&) — packet size of the arriving traffic; r(t;) —
i=l i=1

conforming traffic; g(#) — non-conforming traffic, while the multiplexor loss during the same time

interval is given by
1)=Y2.0.)- e ()rlo- (ale)-c*vo).

In addition to these losses, it is also important to include a penalty for the waiting time or
time spent on the queue before being served. For simplicity we assume that it is unambiguous
function of queue length.

To illustrate the dependence of estimation error on the observation window size W, and the
prediction time 74, we use the statistical modelling technique to compute the expected value of the
(estimation) error given by where w; denotes the j-th sample path and N, denotes the number of
sample paths used. The inverse of the signal-to-noise ratio (Esyg) is used as another measure to
evaluate the quality of prediction results:

N,

so (W[
Y06 >0/()F |

For any fixed window size, Esyg increases with the increase of prediction time and appears to
reach a plateau. As expected, Esyg 1s smaller for larger Hurst parameters due to increasing of long-
range dependence of parameters of random process. This is further illustrated in Fig. 2.

ESNR (SNR)

ESNR

—

05 055 06 065 07 075 08 08 [

Fig. 2. Prediction errors versus Hurst parameter under constant delay time 7;:
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Conclusion

It is possible to compensate the impact of communication delay causing performance
degradation using the method of prediction of traffic variations and expected network overload.
The numerical simulation results presented have shown the effectiveness of the proposed predictive
feedback control law. It was found that processes with larger Hurst parameter have better
prediction performance. This result is expectable in considering long-range dependence of self-
similar traffic characteristics. Proposed procedure of traffic shaping is rather simple and efficient.
The results of modelling shows that it is possible to limit the frequency of token generator till such
value, when all input traffic would been received and then transferred without losses and
retransmissions. The results of this work also lead to a better understanding of the impact of Hurst
parameters on network performance. In summary, this work provides a useful tool for design and
optimisation of future networks using predictive feedback control law thereby avoiding transfer
instability.
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